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ABSTRACT 

Cloud computing involves virtualization, distributed computing,networking, software and web services. A cloud 

consists of several elements suchas clients, datacenter and distributed servers. It includes fault tolerance, high 

availability,scalability, flexibility, reduced overhead for users, reduced cost of ownership, ondemand services 

etc. Two of the main obstacles in the usage of cloud computing are Cloud Security and Performance 

stability.Performance stability can be improved byLoad balancing.Load balancing ensures that all the 

processor in the system orevery node in the network does approximately the equal amount of work at any 

instantof time.This technique can be sender initiated, receiver initiated or symmetric type(combination of sender 

initiated and receiver initiated types). 
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System. 

 

I. INTRODUCTION  

 

Cloud computing is an on demand service in which shared resources, information, software and other devices 

are provided according to the clients requirement at specific time. It’s a term which is generally used in case of 

Internet. The whole Internet can be viewed as a cloud. Capital and operational costs can be cut using cloud 

computing. “Cloud computing is a model for enabling convenient, on-demand network access to a shared pool 

of configurable computing resources (e.g., networks, servers, data storage, software applications and other 

computing services) that can be rapidly provisioned and released with minimal management effort or service 

provider interaction.” 

 

Figure 1: A Cloud is Used in Network Diagrams to Depict the Internet [1]. 

 

There are three services of cloud shown as below- 
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1) Infrastructure as a service (IaaS)  

2) Software as a service (SaaS)  

3) Platform as a service (PaaS) 

 

Figure 2: Cloud services 

 

II. DISTRIBUTED FILE SYSTEM 

 

Distributed file system for cloud is a file system that allows many clients to have access to the same data/file 

providing important operations (create, delete, modify, read and write). Each file may be partitioned into several 

parts called chunks. Each chunk is stored in remote machines. Typically, data is stored in files in a hierarchical 

tree where the nodes represent the directories. Hence, it facilitates the parallel execution of applications. There 

are several ways to share files in a distributed architecture.  

Meanwhile, the security and performance of the system must be ensured. Confidentiality, availability and 

integrity are the main keys for a secure system. Nowadays, users can share resources from any computer/device, 

anywhere and everywhere through internet thanks to cloud computing which is typically characterized by the 

scalable and elastic resources such as physical servers, applications and any services that are virtualized and 

allocated dynamically. Thus, synchronization is required to make sure that all devices are update. Distributed 

file systems enable also many big, medium and small enterprises to store and access their remote data exactly as 

they do locally, facilitating the use of variable resources. 

 

III. LOAD BALANCING 

 

 Load balancing in cloud computing systems is really a challenge now. It means distributing the amount of work 

to do between different servers in order to get more work done in the same amount of time and serve clients 

faster.  Always a distributed solution is required. Because it is not always practically feasible or cost efficient to 

maintain one or more idle services just as to fulfill the required demands. Jobs can’t be assigned to appropriate 

servers and clients individually for efficient load balancing as cloud is a very complex structure and components 

are present throughout a wide spread area. Here some uncertainty is attached while jobs are assigned. 
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IV. CHALLENGES IN CLOUD COMPUTING LOAD BALANCING 

 

Finding a solution for problems in load balancing is never an easy process there will bemany challenges to be 

faced while developing a solution. Here in this section we will discusssome of the common challenges that 

might be faced while developing a solution for a problemof load balancing in cloud computing. 

a) Distribution of Cloud Nodes: There are many algorithms being proposed for loadbalancing in cloud 

computing. Among them some algorithms might produce efficient results withsmall networks or a network 

with closely located nodes. Such algorithms are not suitable forlarge networks because those algorithms 

cannot produce the same efficient results whenapplied to larger networks. There are many reasons that affect 

the efficiency in larger networkslike speed of the network, distance between the clients and server nodes and 

also the distancebetween all the nodes in the network [2]. So while developing a load balancing algorithm 

oneshould try for better results in spatially distributed nodes balancing the load effectively reducing network 

delays. 

 

b) Migration Time: In cloud computing the service-on-demand method will be followedwhich means when 

there is a demand for a resource the service will be provided to the requiredclient. So while serving the 

client on his demands sometimes we need to migrate resourcesfrom long distances due to unavailability in 

near locations. In such cases the time of migration ofthe resources from far locations will be more which 

will affect the performance of the system.While developing an algorithm one should note that resource 

migration time is an importantfactor that greatly affects the performance of the system. 

c) Performance of the System: It doesn’t mean that if the complexity of an algorithm ishigh then the 

performance of the system will be high. Any time load balancing algorithm must besimple to implement 

and easy to operate. If the complexity of algorithm is high then theimplementation cost will also be more 

and even after implementing the system performance willbe decreased due to more delays in the 

functionality of the algorithm. 

d) Failure of controller: Definitely centralized load balancing algorithms (Having onecontroller) can provide 

efficient results while balancing the load than the distributed algorithms.But in centralized load balancing 

algorithms when the controller fails the whole system will behalted, in such cases there will be a huge loss 

for both client and service provider. So, the loadbalancing algorithms must be designed in a decentralized 

and distributed fashion so that whena node acting as a controller fails the system will not halt [5]. In such 

cases the control will begiven to other nodes and they will act as controllers of the system. 

e) Energy Management: A load balancing algorithm should be designed in a way such thatthe operational cost 

and the energy consumption of the algorithm must be low. Increase in theenergy consumption is one of the 

main problems that cloud computing is facing today. Eventhough by using energy efficient hardware 

architectures which slows down the processor speedand turn off machines that are not under use the energy 

management is becoming difficult. So to achieve better results in energy management a load balancing 

algorithm should be designedby following Energy Aware Job Scheduling methodology [6]. 

f) Security: Security is one of the problems that cloud computing has in its top mostpriority. The cloud is 

always vulnerable in one or the other way to security attacks like DDOSattacks etc. While balancing the 

load there are many operations that take place like VMmigrationetc at that time there is a high probability 
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of security attacks. So an efficient loadbalancing algorithm must be strong enough to reduce the security 

attacks but should not bevulnerable. 

 

V. DYNAMIC LOAD BALANCING ALGORITHM 

 

In the distributed one, the dynamic load balancing algorithmis executed by all nodes present in the system and 

the task of load balancing is sharedamong them. The interaction among nodes to achieve load balancing can 

take two forms: cooperative and non-cooperative [4]. In the first one, the nodes work side-by-side to achieve a 

common objective, for example, to improve the overall response time, etc. In the second form, each node works 

independently toward a goal local to it, for example, to improve the response time of a local task. Dynamic load 

balancing algorithms of distributed nature, usually generate more messages. A benefit, of this is that even if one 

or more nodes in the system fail, it will not cause the total load balancing process to halt, it instead would effect 

the system performance to some extent. Distributed dynamic load balancingcan introduce immense stress on a 

system in which each node needs to interchangestatus information with every other node in the system. It is 

more advantageous when most of the nodes act individually with very few interactions with others. 

 

5.1 Policies or Strategies in dynamic load balancing 

There are 4 policies [4]: 

 Transfer Policy: The part of the dynamic load balancing algorithm which selects a job for transferring from a 

local node to a remote node is referred to as Transferpolicy or Transfer strategy. 

Selection Policy: It specifies the processors involved in the load exchange (processorMatching) 

 Location Policy: The part of the load balancing algorithm which selects a destination node for a transferred task 

is referred to as location policy or Location strategy. 

Information Policy: The part of the dynamic load balancing algorithm responsible for collecting information 

about the nodes in the system is referred to as Information policy or Information strategy. 

 

Figure3 : Interaction among components of a dynamic load balancing algorithm 
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VI. HONEYBEE FORAGING ALGORITHM 

 

In case of load balancing, as the webservers demand increases or decreases, the services are assigned 

dynamically to regulate the changing demands of the user. The servers are grouped under virtual servers (VS), 

each VS having its own virtual service queues. Each server processing a request from its queue calculates a 

profit or reward, which is analogous to the quality that the bees show in their waggle dance. One measure of this 

reward can be the amount of time that the CPU spends on the processing of a request. The dance floor in case of 

honey bees is analogous to an advert board here. This board is also used to advertise the profit of the entire 

colony. 

Each of the servers takes the role of either a forager or a scout. The server after processing a request can post 

their profit on the advert boards with a probability of pr. Aserver can choose a queue of a VS by a probability of 

px showing forage/explore behavior, or it can check for advertisements (see dance) and serve it, thus showing 

scout behavior. A server serving a request, calculates its profit and compare it with the colony profit and then 

sets its px. If this profit was high, then the server stays at the current virtual server; posting an advertisement for 

it by probability pr. If it was low, then the server returns to the forage or scout behavior.  

 

Figure 4: Server Allocations by Foraging in Honey bee technique 

 

VII. BIASED RANDOM SAMPLING 

 

Here a virtual graph is constructed, with the connectivity of each node (a server is treated as a node) 

representing the load on the server. Each server is symbolized as a node in the graph, with each indegree 

directed to the free resources of the server. Regarding job execution and completion, 

Whenever a node does or executes a job, it deletes an incoming edge, which indicates reduction in the 

availability of free resource. 

After completion of a job, the node creates an incoming edge, which indicates an increase in the availability of 

free resource. 
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VIII. ACTIVE CLUSTERING 

 

Active Clustering works on the principle of grouping similar nodes together and working on these groups. The 

process involved is: 

A node initiates the process and selects another node called the matchmaker node from its neighbors satisfying 

the criteria that it should be of a different type than the former one. 

The so called matchmaker node then forms a connection between a neighbor of it which is of the same type as 

the initial node. 

The matchmaker node then detaches the connection between itself and the initial node. 

 

IX. PROPOSEDWORK 

 

The distributed network may follow different topologies. The tasks are distributed over the whole network. One 

topological network connects with the other through a gateway. One of the physical topologies forming a cloud. 

 

 

 

 

 

 

 

 

 

in case of clouds is an optimal division of loads among a number of master computers, slave computers and 

their communication links. Our objective is to obtain a minimal partition of the processing load of a cloud 

connected via different communication links such that the entire load can be distributed and processed in the 

shortest possible amount of time. 

The concept of load balancing in Wireless sensor networks (WSN) proposedin [9] can also be applied to clouds 

as WSN is analogous to a cloud having no. ofMaster computers (Servers) and no. of slave computers 

(Clients).The slave computers are assumed to have a certain measurement capacity. We assume that 

computation will be done by the master computers, once all the measured data isgathered from corresponding 

slave computers. Only the measurement and communicationtimes of the slave computers are considered and the 

computation time of the slave computersis neglected. Here we consider both heterogeneous and homogeneous 

clouds. That isthe cloud elements may possess different measurement capacities, and communication linkspeeds 

or the same measurement capacities, and communication link speeds. One slavecomputer may be connected to 

one or more master computers at a certain instant of time.In case of clouds, an arbitrarily divisible load without 

having any previousRelations is divided and first distributed among the various master computers (for simplicity 

here the load is divided equally between the master computers) and the each master computer distributes the 
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load among the corresponding slave computers so that the entire load can be processed in shortest possible 

amount of time.  

 

X. CONCLUSION  

 

In this paper we discussed the significance of load balancing in cloud computing andalso we discussed various 

challenges that occur while balancing load in a cloud computingnetwork. Performance of the algorithms which 

were being implemented for balancing the load in cloud computing was not up to the requirements of cloud. 

There are different areas involved in achieving the load balancing of a cloud. The problem that we are facing 

with the existing load balancing algorithms is they are not able to perform well in all the required areas of load 

balancing. 
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