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ABSTRACT 

 
Cloud computing provides the way to share distributed resources and services to the cloud users on pay-as-

usage basis. Multiple virtual machines are configured in cloud to respond the requests made by the users 

effectively and efficiently. Users accessing the services of cloud concurrently as cloud services are distributed in 

nature. To provide the cloud computing resources by the cloud service providers is a core and challenging issue 

as some of the virtual machines (VMs) may be stuck off or may not be able to respond well in time due to huge 

load on them. Some of the machines may be underutilized at the same time. So load balancing is utmost 

required in cloud computing so that the response time as well as throughput can be optimized and delay of any 

time can be avoided  in addition to it, the cloud services can be provided as per Service Level Agreement to the 

cloud users. This paper focuses on the various metrics based threshold mechanism of load balancing for cloud 

server optimization.  
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I INTRODUCTION 

 
Technology of cloud computing provides a way of using computing and storage resources by using Internet and 

remote servers. Cloud computing[1,2] has also been exposed to many security threats which leads to denial of 

services. Load of cloud resources should be balanced in any type of threats in cloud computing. Cloud 

computing is defined and interpreted by various researchers.  Vaquero et al [16] identified more than 20 

definitions of cloud computing but the most cited definition proposed by US National Institute of Standards and 

Technology (NIST). 

NIST defined cloud computing as:  “Cloud computing is a model for enabling convenient, on demand network 

access to a shared pool of configurable computing resources [3,16](e.g., networks, servers, storage, applications, 

and services) that can be rapidly provisioned and released with minimal management effort or service provider 

interaction.” This definition reveals that Cloud provides three types of services namely, Infrastructure-as-a-

Service (IaaS),  Platform-as-a-Service (PaaS) and  Software-as-a-Service (SaaS) to the cloud community. There 

are mainly four types of cloud model which are Private Cloud, Public Cloud, Community Cloud and Hybrid 

Cloud. This classification is based on the ownership and composition of cloud. 

More specifically, Cloud Computing is the combination of a technology, platform that provides hosting and 

storage service on the Internet. Main goal of the cloud computing is to provide scalable and inexpensive on-
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demand computing infrastructures [4-6] with good quality of service levels. Many companies developing and 

offering cloud computing products and services but have not properly considered the implications of processing, 

storing and accessing data in a shared and virtualized environment. In fact, many developers of cloud-based 

applications struggle to include proper load balancing of cloud resources. 

 

II CLOUD DEPLOYMENT MODELS 

A cloud deployment model [7] specifies how resources within the cloud are shared. There are four primary 

cloud deployment models. 

Private cloud: Owned by a specific entity and normally used only by that entity or one of its customers. The 

underlying technology may reside on-or off-site. A private cloud offers increased security at a greater cost.  

Public cloud: This type pf cloud is available for use by the general public.  It may be owned by a large 

organization or company offering cloud services. Because of its openness, the cloud may be less secure. A 

public cloud is usually the least expensive solution.  

Community cloud: The cloud is shared by two or more organizations, typically with shared concerns.  

 

III COMMON   CLOUD OFFERINGS 

The cloud model provides three types of services/ offerings. The figure 1 shows the common services [8-10] 

available to the cloud users: 

 

 

 

Figure 1. Cloud computing Services Model 

 

Software as a Service (SaaS): The capability provided to the consumer is to use the provider‟s applications 

running on a cloud infrastructure. The applications are accessible from various client devices through a thin 

client interface such as a web browser (e.g., web-based email).  

Platform as a Service (PaaS): The capability provided to the consumer is to deploy onto the cloud infrastructure 

his own applications without installing any platform or tools on their local machines.  PaaS refers to providing 

platform layer resources, including operating system support and software development frameworks that can be 

used to build higher-level services.  
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Infrastructure as a Service (IaaS): The capability provided to the consumer is to provision processing, storage, 

networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary 

software, which can include operating systems and applications. 

 

IV  ISSUES IN CLOUD COMPUTING 

Various issues are there in Cloud computing related to Performance, Security, Availability, and Inability to 

customize. This paper focuses on the main issue related to   performance aspect. Working in a Cloud 

environment does not do away with application performance issues [8-10].  Cloud computing resources 

management is itself very complex that leads to even more performance troubles than in non-Cloud 

environments. The ongoing monitoring process of all the applications is performed via the Cloud. Service Level 

Agreements are mandatory to met with otherwise negative impact leads to elimination of existence. In addition 

optimal performance and uptime are needed. Dynamic resources can be effectively managed using virtualization 

technology[11] on a Cloud computing platform.  Load balancing of the entire system can be handled 

dynamically. Due to change in load, it may be required to remap the physical resources as well as  VMS  by 

using virtualization technology.  Virtualization is core technology to implement the whole things in the cloud 

including load balancing[12-16] of the cloud servers. Cloud architecture contains four basic entities in general 

which are  host, datacenters, virtual machine and application that permits  to set-up a basic cloud computing 

environment. In cloud, a Virtual Machine (VM) is a treated as software implementation of a computing 

environment in which an operating system (OS) or program can be installed and run. A Virtual Machine 

characteristically emulates a physical computing environment. Various resources like CPU, memory, hard disk, 

network and other hardware resources are granted to VMs on the basis of request and are managed by a 

virtualization layer which translates these requests to the underlying physical hardware. By using virtualization 

layer numerous individual, isolated VM environments[17] can be created.  System software and Application are 

executed on Virtual Machine on-demand. Deployments as well as development of custom application service 

models are made by using the VMs.  

 

V LOAD BALANCING USING DYNAMIC THRESHOLD IN CLOUD 

 
Load balancing is the mechanism through which the loads are   to the individual nodes of the system so that   the 

best response time and also good utilization of the resources and process can be ensured. The Load Balancing 

module/ systems are able to distribute the workload balancing it between multiple Cloud Servers. The main 

tasks in context of load balancing [18-20] are the  resource provisioning or resource allocation and second one is 

task scheduling in distributed environment so that the cloud resources be easily available on demand.  

The feasible environment or metrics are required for measuring the efficiency and effectiveness of Load 

Balancing algorithms/ methods. The load balancing may be centralized, distributed or hybrid depending upon 

the mechanism is used for the said purpose. In centralized load balancing technique [21,22] all the allocation 

and scheduling decision are made by a single node. The whole responsibility lying with the single node is for 

storing knowledge base of entire cloud network. The approach for load balancing can be static or dynamic.  

Although this method minimize the time required to analyze various cloud resources but it leads to a great 

overhead [24] on the centralized node. As failure intensity of the overloaded centralized node is high and 
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recovery might not be easy in case of node failure hence centralized mechanism is considered as no longer fault 

tolerant.  

No single node is responsible for making resource provisioning [16,23,25] or task scheduling decision in case 

the load balancing technique is distributed. In distributed system , there is no single domain to act as monitoring 

the cloud network instead multiple domains monitor the network for load balancing purpose.  Every node in the 

network is involved to create and maintain local knowledge base for efficient distribution of tasks in static 

environment and re-distribution in dynamic environment.   The distributed load balancing system [30-32] has 

edge over centralized system as this system is more faults tolerant and balanced there is no single node is 

overloaded for load balancing. Hierarchical load balancing can be an alternative of the above approaches. It 

involves different levels of the cloud in load balancing decision. Hierarchical techniques mostly operate in 

master slave mode [24] . Tree data structure can be implemented where each and every node in the tree is 

balanced under the control of its parent node.  

The main  objectives and key features  of load balancing are: (a) Even distribution of load to each resource (b) 

Processing time minimization for each task (c)  Maximum resource utilization  (d) High adaptability (e) 

Minimize the task migrations (f) Distributed resource discovery optimization. The load balancing management 

is based on the following steps: 

 Obtain the load status of all servers  

 Assess the status of servers 

 Estimate the future load flow  

 Choose receiver nodes and Migration (whenever required) 

 

5.1 Measuring the Load Balancing in Cloud 

Load on cloud server may be un-even.  To manage the un-evenness of load of cloud servers refers to balancing 

of load so that there will not be overloading or under utilization of the cloud severs at the maximum.  

An „Un-evenness‟ may be found while observing multiple factors represented as composite or derived 

parameters. It is either the values of parameters that start touching abnormal „lows‟ or „highs‟ at certain 

„intervals‟ of data series or values of parameters start scaling higher values from the normal scale. Too much 

variation or too many values away from normal (balnced load) reflect the underlying erraticness of the data 

stream, which my come due to  un-balanced load. 

Composite Metric [16,18]: Since cloud consists of many end points which are geographically apart but working 

together to provide a particular service. We need a measurement model that can work to observe these end 

points and reflect the load of cloud and its resources. Hence we have left only with one option is to be build a 

model which is composite or additive in nature. We can also think composite metric as a derived metric which 

consists of indicator variable(s) that get directly impacted by load of cloud servers.  The metric works on the 

strength of predictions of associations of various manifest variables as explained below: 

5.2 Assumptions 

1)       All the first level component variables imply knowledge of composite variables but not vice versa. 

2)      All effects occur through this component and are measurable. 

3)      Total effect can be calculated from the effects on components. 
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Let Cmt , β be the two variables representing composite indicator variables where β >0, there are unique 

indicators α, γ such that  

 Cmt = α. β + γ where 

0 ≤  γ < β,   therefore 

Cmt  =  α. β + γ  represents a composite metric. 

5.3 Design Principles of Composite Metric 

1)      The Composite metric structure must be able to incorporate following aspects for measuring the load of 

cloud servers: 

 System Characteristics of the cloud 

 Application Characteristics 

 Technology Characteristics 

 Network Characteristics  

2)      The composite metric measurements must consist of variables that have correlation and shared variance or 

degree to the extent that they move together 

3)      The composite metric manifest variables must be based on Proportional relationships with each other. 

4)      The composite metric must help in simplification of monitoring process 

5)      The composite metric must help in overcoming the “curse of dimensionality. 

 

Formation of  Composite metric: Following are the sub metrics used in formation of composite metric which is 

used for load balancing strategy development: 

1) KbMemUsed: It refers to the amount of memory used in Kilbytes. It does not include the memory used by 

the kernel of operating system. If the memory usage approaches to 100%, it leads to slow down of system. 

2) KbMemFree: It is an amount of free memory in KBs of a system, if the there is overload, KbMemFree 

value decreases. This means the value will be closed to zero. It indicates that there is no free memory for 

application to run on VM and system will slow down. 

3) KbBuffers: It refers to the amount of memory used as buffers by the kernel. The size is measured in 

kilobytes. If the buffer usage approaches to 100%, it leads to slow down of system. 

4) KbCached : It refers to the amount of memory used to cache data by the kernel. The size is measured in 

kilobytes. If the cache usage approaches to 100%, it leads to slow down of system. 

5) Memory Utilization: To calculate the actual memory utilization, subtract kbbuffers and kbcached from 

kbmemused, hence we find the memory utilization in percentage. If the memory utilization approaches to 

100%, it leads to slow down of system. 

6) Absolute Free Memory: Absolute free memory is defind on the basis of the formula: KbMemUsed-

KbBuffers-KbCached. 

7)  Total Memory: Total memory is sum of KbMemFree and KbMemUsed. 

8) Total Used Memory: Total used  memory in percentage of AFM/TM. 
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9) Free Memory: Free memory refers to the difference between 100 and TotalUsedMemory. 

10) LoadAvg :  This  is a metric that measures the load on the VM, typically the  load averages are taken at 

different times intervals (1 second , 5 second , 15 seconds ) . In our context, we have calculated the inter-

quartile of load average values .  High load averages indicates performance degradation. If higher load is 

sustained over large number of time intervals, it is an indication of either overload or some adversity in to 

the play , and further calls for investigations for possible DDOS attack .  

11) %Utilization of devices(μ): It is calculated as Blkio.ticks/ deltams*100%. Here blkio.ticks  is "# of 

milliseconds spent doing I/Os". deltams is the time elapsed since last snapshot in ms. Device saturations 

will be there if the value approaches to 100%. It leads to DDOS attack alert. Higher utilization is an 

indicator of more load on the machine. 

12) α :  This is basically a derived metric, that measures, how much of free memory is left when load and 

utilization measurement are realized. This derived metric is composed of product of ratios of load to free 

memory. The derivation of these formulae is multiplicative as they impact each other adversely rather than 

just additively.  

13) Frequency of Block–Read:  The number of disk read commands completed on each VM on the Host , the 

block size may vary the overall rate .  

14) Block–Write : The number of disk write  commands completed on each VM on the Host , the block size 

may vary the overall rate.  

15) β: This metric measures how much does new jobs need to wait when the process of read/write blocks is 

occurring.. Being a ratio, it truly measures with respect to the technology used in disk. The (await) metric 

reflects how much of the disk operations are impacting tardiness time for the jobs in VM in queue. If the 

basic-r/w operations are intensive and proportionate to the waiting time, would measures more the r/w 

operations and more is the waiting time.  

16) γ:  This metric basically reflects the network characteristic of the VM. It covers three types of packet(s). It 

measures the average of those packets volumes (no. of packets  received to the number of packets sent) and 

added with the traffic related to http.  

Following are some commands and related statistics [26-29] examples that are related to the composite metric 

and are helpful to measure the load of servers. It further helps in load balancing strategy. The following 

screenshot displays the Global Average Activities by All CPUs. [26-29] 

 

The following screenshot displays statistics about all CPUs one by one starting from 0. 0 will the first one. 
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The following screenshot displays the statistics  [26-29] for N number of iterations after n seconds interval with 

average of each CPU. The following values are depicted: 

 CPU: processor number. The keyword all indicates that statistics are calculated as averages 

among all processors. 

 %usr: show the percentage of CPU utilisation that occurred while executing at the user level 

(application). 

 %nice: show the percentage of CPU utilisation that occurred while executing at the user level 

with nice priority. 

 %sys: show the percentage of CPU utilization that occurred while executing at the system level 

(kernel). Note that this does not include time spent servicing hardware and software interrupts. 

 %iowait: show the percentage of time that the CPU or CPUs were idle during which the system 

had an outstanding disk I/O request. 

 %irq: show the percentage of time spent by the CPU or CPUs to service hardware interrupts. 

 %soft: show the percentage of time spent by the CPU or CPUs to service software interrupts. 

 %steal: show the percentage of time spent in involuntary wait by the virtual CPU or CPUs while 

the hypervisor was servicing another virtual processor. 

 %guest: show the percentage of time spent by the CPU or CPUs to run a virtual processor. 

 %idle: show the percentage of time that the CPU or CPUs were idle and the system did not have 

an outstanding disk I/O request. 

 

The following screenshot displays  network statistics using „-n DEV„. 
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The following screenshot displays block device statistics like iostat using „-d„. 

 

 

 

The following screenshot shows the output of the top program   [26-29] that provides a dynamic real-time view 

of a running system. It‟s very useful for determining processes which use the most CPU (and not just that) at the 

time of monitoring.  In shcreenshot below, the Line number 3, marked in blue, shows CPU state percentages 

based on the interval since the last refresh. Values shown are as follows : 

 us: time running un-niced user processes. 

 sy: time running kernel processes. 

 ni: time running niced user processes. 

 id: time spent idle. 

 wa: time waiting for I/O completion. 

 hi: time spent servicing hardware interrupts. 

 si: time spent servicing software interrupts. 

 st: time stolen from this vm by the hypervisor. 
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Various command   [26-29] like sar utilities, vmstat, iostat etc., one can find the load of cloud servers on the 

basis of various hardware resources. Using the related statistics of various metric, a composite metric values is 

to be computed dynamically, on the basis of which load statistics is calculated and examined. This composite 

metric value is then compared with the threshold value which is calculated dynamically for different cloud 

severs and then optimal load balancing technique is suggested for the load balancing purpose.  

 

VI CONCLUSION AND FUTURE WORK  

 

Load balancing is one of the major altercation in cloud computing. It is required to allocate the workload evenly 

among all the cloud servers so that high resource utilization ratio and user satisfaction can be ensured. Various 

load balancing techniques/algorithms are proposed by researchers. To identify the best strategy of load 

balancing in cloud environment, an dynamic threshold based load balancing mechanism is proposed in which 

composite value is computed and compared with the dynamic threshold of load of cloud severs and then 

appropriate load balancing is suggested to implement. The appropriate strategy of load balancing for improving 

the system and network performance, scalability and optimal resource utilization is the concern for future 

enhancement of the proposed work.  
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