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Abstract:  

Predicting Stock Prices through the lens of machine learning, specifically focusing on Supervised 

Machine (SVM) algorithms. Our research aims to investigate the efficiency of Support Vector 

Machine in comparison to Random Forest algorithms for predicting stock prices. By harnessing the 

power of machine learning, we seek to explore which algorithm yields superior accuracy in forecasting 

stock market trends. SVM, known for its ability to handle high-dimensional data and nonlinear 

relationships, holds promise in capturing intricate patterns within stock data. Through rigorous 

experimentation and analysis, we aim to demonstrate that SVM outperforms than Random Forest 

algorithms in accurately predicting stock prices, thereby offering investors a more reliable tool for 

decision- making in financial markets. This research contributes valuable insights into the application 

of machine learning techniques in the domain of stock market prediction, potentially paving the way 

for more robust and precise investment strategies. 

 

Keywords: Data mining, Machine Learning, Stock Prediction, Data Cleaning, support Vector 

Machine, Random Forest algorithm, Data normalisation 

 

I. INTRODUCTION 

Predicting stock prices using supervised machine learning techniques like Support Vector Machines 

(SVM) and Random Forest is a complex but fascinating field. In this introduction, we'll break down 

the basics of how these methods work and how they can be applied to forecast stock prices. 

 

Firstly, let's understand what supervised machine learning means. In supervised learning, we train a 

model using labelled data, which means the model learns from examples that have inputs and 

corresponding outputs. In the case of predicting stock prices, the inputs could be various factors 

like historical stock prices, trading volume, economic indicators, etc., while the output would be the 
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future stock price. 

Support Vector Machines (SVM) is a type of supervised learning algorithm used for classification 

and regression tasks. It works by finding the best possible line or hyperplane that separates different 

classes or, in the case of regression, predicts values based on input features. In stock price prediction, 

SVM can be trained to recognize patterns in historical data and make predictions based on those 

patterns. 

 

Random Forest is another popular supervised learning algorithm used for both classification and 

regression tasks. It's an ensemble learning method that works by creating multiple decision trees 

during training and outputting the average prediction of the individual trees. In the context of stock 

price prediction, Random Forest can be trained to consider various factors and make predictions 

based on the collective wisdom of the decision trees. 

 

To use SVM or Random Forest for stock price prediction, we first need to gather relevant data. This 

includes historical stock prices, trading volume, company financials, economic indicators, and any 

other factors that might influence stock prices. Once we have the data, we preprocess it to remove 

noise and ensure it's in a format that the algorithms can understand. 
 

Next, we split the data into training and testing sets. The training set is used to train the SVM or 

Random Forest model, while the testing set is used to evaluate its performance and see how well it 

generalizes to new, unseen data. It's important to use a separate testing set to avoid overfitting, where 

the model performs well on the training data but poorly on new data. 

 

During the training phase, the SVM or Random Forest algorithm learns from the input features and 

their corresponding output values. It adjusts its internal parameters to minimize the error between 

the predicted values and the actual values in the training data. This process continues until the model 

converges to the best possible solution or reaches a stopping criterion. 

 

Once the model is trained, we can use it to make predictions on new data. For stock price prediction, 

we input the relevant features (e.g., historical prices, trading volume) into the trained model, and it 

outputs a predicted stock price. Keep in mind that these predictions are not guaranteed to be accurate 

and should be used as guidance rather than definitive forecasts. 

 

In conclusion, using supervised machine learning techniques like Support Vector Machines and 

Random Forest can help us predict stock prices by learning from historical data and identifying 

patterns that can be used to make future predictions. However, it's essential to gather high-quality 
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data, carefully preprocess it, and evaluate the model's performance to ensure reliable predictions. 

 

II. LITERATURE SURVEY 

Stock Price Forecasting Using Data from Yahoo Finance and Analysing Seasonal and Nonseasonal 

Trend: Publication Year: 2018 Author: Jai Jawaani, Hardik Sachdeva, Manav Gupta, Alka Singhal 

Journal Name: 2018 IEEE Summary: To identify the 

[2] relationship between different existing time series algorithms namely ARIMA and Holt Winter 

and the stock prices is the main objective of the proposed work, for the investments a good risk-free 

range of stock prices are analysed and therefore better accuracy of the model can be seen. To find 

distinguished results for shares in the stock market, the combination of two different time series 

analysis models is opted by producing a range of prices to the consumer of the stocks. Not complex in 

nature and estimation of values which are purely based on the past stock prices for non-seasonal or 

seasonal is the main advantage of these models. In this experiment, some limitations are, the work that 

never takes into consideration and other circumstances like news about any new market strategy 

or media release relevant to any company which may get affected by the prices of stocks. 

 

Stock Price Prediction Based on Information Entropy and Artificial Neural Network: Publication 

Year: 2019 Author: Zang Yuze, Wang Yawing Journal Name: 2019 IEEE Summary: One of the most 

important components of the financial system is the stock market. [11] For supporting the activity 

and evolvement, money is directed by the investors of the associated firm. Along with information 

theory and Artificial Neural Network (ANN) the combination of machine learning framework is 

formed. Information entropy for non-linear causality and stock relevance also to facilitate ANN time 

series modelling are creatively used by this method. The feasibility of this machine learning 

framework is analysed with Amazon, Apple, Google and Facebook prices. A time series analysis 

method based on information theory as well as LSTM to model the stock price dynamics. The transfer 

entropy between relevant variables to help LSTM time series prediction is merged in this modelling 

infrastructure, the accuracy of the assumption outcome is broadly granted. Modelled and real stock 

price is highly correlated while differ slightly in terms of Mean Absolute Error. 

 

III. METHODOLOGY CLASSIFIED ALGORITHMS 

Classification algorithms are used when the target variable is categorical, meaning it falls into discrete 

classes or categories. Examples of classification algorithms include: Logistic Regression, Decision 

Trees, Support Vector Machines (SVM), Random Forest, K-Nearest Neighbours (KNN) 

Classification algorithms are commonly used for tasks such as spam detection, image recognition, 

and sentiment analysis. A classification algorithm is computational technique used in machine 
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learning to categorize data points into predefined classes or categories based on their features. One 

common algorithm is Decision Trees, which iteratively splits the data based on feature values to create 

a tree-like structure. 

 

Logistic Regression 

Logistic regression is a fundamental algorithm in machine learning used for binary classification 

tasks, where the goal is to predict the probability that an instance belongs to a certain class. 

 

Despite its name, logistic regression is a classification algorithm rather than a regression one. The 

algorithm models the relationship between the independent variables and the binary outcome using 

the logistic function, also known as the sigmoid function. This function maps any real-valued number 

into a probability value between 0 and 1, making it suitable for binary classification. 

One of the key advantages of logistic regression is its simplicity and interpretability. Unlike more 

complex algorithms such as neural networks, logistic regression produces results that are easy to 

understand and interpret. Additionally, logistic regression performs well when the relationship 

between the independent variables and the log-odds of the dependent variable is approximately linear. 

However, logistic regression may not perform well if the relationship is highly nonlinear or if there are 

interactions between the independent variables that are not accounted for.Despite these limitations, 

logistic regression remains a powerful and widely used algorithm in the field of machine learning, 

particularly in cases where interpretability is important and the data exhibits a linear relationship 

between the independent variables and the log-odds of the dependent variable. 

 

Decision Trees 

Decision trees are versatile and intuitive machine learning algorithms used for both classification and 

regression tasks. They work by recursively partitioning the feature space into smaller regions based on 

the values of input features. At each step of the partitioning process, decision trees identify the feature 

that best splits the data into purest possible subsets, maximizing the homogeneity within each subset. 

This splitting criterion is typically based on metrics such as Gini impurity or entropy for classification 

tasks, and mean squared error for regression tasks. 

 

The resulting tree structure resembles a flowchart, where each internal node represents a decision 

based on a feature, each branch represents an outcome of that decision, and each leaf node represents 

the final predicted class or value. Decision trees are favoured for their interpretability and ease of 

visualization, allowing users to understand the underlying decision-making process. However, 

decision trees are prone to overfitting, especially when they grow deep and complex. Techniques such 

as pruning, limiting the maximum depth of the tree, or setting a minimum number of samples required 
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to split a node can help mitigate overfitting and improve generalization performance. Additionally, 

ensemble methods like Random Forests and Gradient Boosting Machines are often employed to further 

enhance predictive accuracy by combining multiple decision trees. 

 

Support Vector Machine (SVM): 

Imagine you have a bunch of dots on a piece of paper, and you want to draw a line to separate them into 

two groups. That's what SVM does, but in many dimensions. It looks at historical data about stocks, 

like their past prices and trading volumes, and tries to draw the best line (or plane, if you're thinking 

in 3D) to separate the data into different categories. These categories might be things like "buy," 

"sell," or "hold." The cool thing about SVM is that it's really good at finding patterns in the data, even 

if those patterns aren't obvious to us humans. It's like having a super-smart detective that can spot 

subtle clues in the stock market trends. By mapping historical stock data onto a high-dimensional 

space and identifying the optimal hyperplane, SVMs effectively capture complex relationships 

between input features (such as historical price trends, trading volumes, and market indicators) and 

target variables (future stock prices) 

 

Through this process of maximizing the margin between different classes while minimizing 

classification errors, SVMs can generalize well to unseen data, making them valuable tools for 

forecasting stock prices. 

Fig (5): Support vector machine 

 

Random Forest Classifier: 

Now, imagine you're in a forest, and each tree represents a different way to predict stock prices. 

Random Forest is like asking a bunch of trees for their opinions and then combining them to make a 

decision. Each tree looks at different features of the stock data, like the company's earnings or 

industry trends, and makes its own prediction. Random Forest is great because it's like having a team 

of experts giving you advice. It’s robust and can handle lots of different scenarios without getting 

confused. 
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Random Forest Classifier is used for classification tasks in machine learning, leveraging an ensemble 

of decision trees to make predictions. It offers robustness against overfitting by aggregating multiple 

decision trees and can handle large datasets with high dimensionality. Random Forests excel in 

handling both numerical and categorical data, making them versatile and widely applicable in various 

domains such as finance, healthcare, and marketing. 

 

 

Fig (6): Random Forest process K Nearest Neighbours (KNN) 

 

K Nearest Neighbours (KNN) is a simple yet powerful algorithm used for both classification and 

regression tasks in machine learning. Imagine you have a group of friends, and you want to know if 

a new person should join your group. KNN works like this: it looks at the characteristics (or 

features) of the new person, such as age, interests, and hobbies, and then finds the K nearest 

neighbours from your group who have similar characteristics. Neighbours here mean the friends 

who are most similar to the new person based on those features. 

Once KNN has found the nearest neighbours, it makes a decision based on them. For example, if 

most of the nearest neighbours are friendly and welcoming, KNN might decide that the new person 

should join your group. The value of K determines how many neighbours are considered when 

making the decision. 

 

A larger K means considering more neighbours, which can make the decision more stable but 

might also include more noise from less similar neighbours. Overall, KNN is a simple and intuitive 

algorithm that can be easily understood, making it a popular choice for beginners in machine 

learning. 
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Regression Algorithms: 

Regression algorithms are used when the target variable is continuous, meaning it can take on any 

numeric value within a certain range. Examples of regression algorithms include. Linear Regression, 

Ridge Regression, Lasso Regression, Support Vector Regression (SVR), Random Forest Regression 

algorithms are commonly used for tasks such as predicting house prices, stock prices, and sales 

forecasts. When it comes to predicting stock prices, we're essentially trying to guess where the prices 

will go next. It's a bit like trying to predict the weather, but for the stock market! With machine 

learning, we have two handy tools: Support Vector Machine (SVM) and Random Forest classifier. 

 

Linear Regression 

Linear regression is like drawing a straight line through points on a graph to show the 

relationship between two variables, like how temperature affects ice cream sales. It helps 

predict one variable based on the other, using a simple formula (y = mx + b), where 'm' is the 

slope and 'b' is the intercept. 

 

Ridge Regression 

Ridge regression in stock market detection helps manage the risk of overfitting by adding a 

penalty to the regression coefficients. It shrinks the coefficients, reducing their influence on 

the model's prediction, which can lead to more stable and reliable results when predicting stock 

prices or trends. This regularization technique helps prevent extreme fluctuations in predictions, 

making it useful for handling noisy or high-dimensional data often found in stock market 

analysis. 

 

Lasso Regression 

Lasso regression in stock market detection helps identify the most important features for 

predicting stock prices by enforcing sparsity in the model. It encourages some coefficients to be 

exactly zero, effectively selecting a subset of features while shrinking others. This feature 

selection capability is valuable for uncovering the most influential factors driving stock market 

movements, aiding in more interpretable and efficient models. 

 

Support Vector Regression (SVR) 

Support Vector Regression (SVR) in stock market detection employs a nonlinear approach to 

predict stock prices by finding a hyperplane that best fits the data points in a higher-dimensional 

space. It aims to minimize the error between actual and predicted stock prices while allowing for a 

margin of tolerance. SVR is effective in capturing complex patterns and relationships in stock 



 
 

93 | P a g e  

 

market data, making it useful for forecasting price movements and identifying trends with high 

accuracy. 

 

Random Forest Regression 

Random Forest Regression in stock market detection aggregates the predictions of multiple 

decision trees to provide a robust and accurate forecasting model. By considering various features 

and their interactions, it can capture complex patterns in stock market data, leading to improved 

prediction accuracy. Random Forest Regression is resilient to overfitting and noise, making it 

well-suited for handling the volatility and uncertainty inherent in stock market analysis. 

 

PROPOSED SYSTEM 

Implementing Support Vector Machine (SVM) algorithm for stock prediction involves several key 

steps. 

 

Fig:- PROPOSED SYSTEM 

 

Machine Learning: - Machine learning is a branch of artificial intelligence that focuses on 

developing algorithms capable of learning from and making predictions or decisions based on data. 

It involves the construction of models that can automatically discover patterns, associations, and 

trends in data without being explicitly programmed. Machine learning algorithms are categorized 

into supervised, unsupervised, and reinforcement learning, each suited to different types of tasks and 

data. These algorithms find applications across various domains, including healthcare, finance, 

marketing, and autonomous vehicles, among others. Central to machine learning is the concept of 

training models on labelled data to generalize and make predictions on new, unseen data accurately. 

Feature engineering, data preprocessing, and model evaluation are critical steps in the machine 

learning pipeline to ensure the robustness and effectiveness of the models. Ethical considerations 

such as bias, fairness, transparency, and accountability are increasingly important in machine 
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learning applications, warranting careful attention and mitigation strategies. Additionally, the rapid 

advancement of machine learning techniques and technologies necessitates ongoing research, 

education, and collaboration to address emerging challenges and opportunities in this field. 

 

Google Collab 

Seamlessly with Jupyter notebooks, allowing users to write and execute code in a cell-based format 

with support for markdown, code snippets, and visualizations. Google Collab offers free access to 

Google Collab, short for Google Collaboratory, is a cloud-based platform provided by Google for 

writing, executing, and sharing Python code in a collaborative environment. It integrates 

computational resources such as CPU, GPU, and TPU, making it ideal for running machine learning 

and data analysis workflows without the need for expensive hardware. It also provides integration 

with Google Drive for importing and exporting data, along with pre-installed libraries like 

TensorFlow, PyTorch, NumPy, and pandas, enabling users to work with popular data science tools 

effortlessly. With features for sharing and collaboration, Google Collab facilitates real-time 

collaboration on projects, making it a valuable tool for data scientists, researchers, and educators 

seeking an accessible and powerful computing environment. 

 

 

 

 

 

 

 

 

 

 

 

 

FIG:- Random Forest Predicted Graph 

  
 

IV.  RESULTS 

When comparing Support Vector Machines (SVM) and Random Forest for predicting stock prices 

using machine learning, SVM often stands out with its higher accuracy. SVM works by finding the best 

possible boundary between different classes of data points. In the context of stock price prediction, it 

tries to find the boundary that best separates the stock price movements into categories like increase, 

decrease, or stay the same. Random Forest, on the other hand, operates by creating multiple decision 
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trees and then averaging their predictions. While it's a powerful technique with its ability to handle large 

datasets and avoid overfitting, it may not always perform as well as SVM in predicting stock prices 

accurately. 

 

FIG:-SVM Predicted graph 

 

V. CONCLUSIONS 

In conclusion, employing the SVM algorithm for predicting stock prices has showcased promising 

accuracy levels when compared to Random Forest. SVM's ability to identify clear boundaries 

between classes can be advantageous in stock price prediction tasks, particularly when the goal 

is binary classification, such as predicting whether a stock's price will increase or decrease. The 

algorithm's effectiveness in handling smaller datasets and its robustness to outliers further 

contribute to its appeal in this domain. 

However, despite SVM's success, there remains potential for future work to enhance stock price 

prediction using machine learning techniques. 
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