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ABSTRACT 

Magnetic Resonance (MR) Imaging has come up as widely accepted and revolutionary innovation in field of 

medical science and brain imaging especially. A new method is proposed here for MRI brain image 

classification using Polynomial Kernel Principle Component Analysis (KPCA) with Neural Network. In this 

paper, we are having various stages namely pre-processing, feature extraction, feature reduction and 

classification of MRI brain images. Here for improving the MRI image quality, imadjust function is used as pre-

processing stage of MRI image. In second stage, features are reduced by Polynomial Kernel Principle 

Component Analysis. In last stage, MRI images are classified as normal or abnormal image by Artificial Neural 

Network. Different feature reduction methods like PCA, LDA, SVD, Gaussian KPCA and Polynomial KPCA 

with P (power of kernel) = 2, 3, 4 and 5 are used. The results show that classification rate of 99.8 % is achieved 

for p = 4 of KPCA.   
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I. INTRODUCTION 

 

MRI is a powerful medical imaging technique to provide detail and reliable information about human brain. 

MRI is preferred over other imaging methods for human brain imaging because it does not involve any ionizing 

radiation and it is used in non-invasively form [6].In  proposed method, firstly preprocessing of the MR images 

are employed using imadjust MATLAB function and then feature extraction is done by discrete Wavelet 

Transform (DWT). In Wavelet Transform, different frequencies are examined with different resolutions [9] and 

DWT coefficients are used as feature vectors of image. The wavelet coefficients are extracted from MR images 

by DWT in form of localized frequency information about the functions of image that is used for classification 

[4].  

There are different types of Wavelet Transform functions with their strength and limitations [1]. Haar wavelet 

functions are used in proposed method due to suitability for brain MR images. To increase the processing speed, 

feature reduction method is used by transforming high dimensional input feature space into a lower-dimensional 

feature space. There are various techniques like Principal Component Analysis [10], Kernel PCA [18], Linear 

Discriminant Analysis [11] and Singular value Decomposition [14] are used for feature reduction. There are 
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different types of Kernel PCA. In this method, Kernel PCA with variable power is specially used as feature 

reduction method because it does not involve any nonlinear optimization [12] [6]. 

MR image classification techniques have been broadly classified in two classes of supervised techniques and 

unsupervised techniques. Artificial Neural Networks (ANN) [2] [13], Support Vector Machine (SVM) [6], k-

Nearest Neighbor (k-NN) [13] and feed forward back propagation [17] are important supervised techniques  and 

Self-Organization Map (SOM) [6] and Fuzzy C-Means (FCM) [8] are typical unsupervised techniques. Out of 

these classifiers, ANN, k-NN, SVM and FCM are commonly used to obtain higher classification rate for 

detection of abnormality of brain. Neural networks have many advantages like requirement of less number of 

training sets, having large numbers of training algorithms and capability of detecting nonlinear relation between 

independent and independent parameters [19] etc. Due to these advantages, Neural Network is used in proposed 

method for MRI brain image classification.  

This paper is structured in following parts. The part 2 presents the methodology of paper. The part 3 presents 

KPCA as feature reduction method. For classification of MRI brain image, artificial neural network is used in 

part 4.The experimental results are shown in part 5 and in last part conclusion is described. 

 

II. METHODOLOGY 

 

The suggested methodology has different stages like MRI data acquisition, pre-processing of MRI images, 

feature extraction from images, dimension reduction and MRI images classification as normal or abnormal. The 

complete methodology is shown in Fig.1.  

 

Acquire MRI image 

Feature extraction using DWT 

Feature Reduction using kernel 

Principal Component Analysis 

Classification using Artificial 

Neural Network 

 

Exit 

Start 

Pre-processing of MRI image 

 

Fig. 1 Methodology 
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2.1 Data Acquisition 

In this paper, we implemented diagnosis method on real MRI data of human brain with high resolution axial 

images of size 256×256 pixel. Total 120 MR brain images from input dataset are used for training and testing 

purpose. Out of 120 MR images, we are taken 50 as training images and 70 as testing images. For training five 

sets of ten images are used. One set of training data has normal MR images. The four sets have abnormal or 

brain tumor infected MR images in which tumor location are different. 

 

2.2 Pre-Processing of MRI Images 

Some MRI images are darker than others due to data acquisition scanner problems. For improving the quality of 

image, image enhancement techniques are employed. Intensity adjustment is one of the important methods for 

image enhancement technique, in which the intensity value of original image are mapped into a new range of 

intensity value. In this paper, gamma correction [7], which is implemented in MATLAB using imadjust 

function, is used to improve MRI images quality.   

 

2.3 Feature Extraction using DWT 

For feature extraction from MR brain images Short Time Fourier Transform (STFT) and Wavelet Transform can 

be used. In STFT, both time and frequency are represented in limited precision. Precision of STFT is determined 

by window size. Once specific window size is chosen for time window, it will be same for all frequency. 

Wavelets are short time localized waves with zero average value and possibility of time shifting, flexible etc. 

DWT is widely used for feature extraction because in case of Wavelet Transform, different frequencies are 

examined with different resolutions [4]. In proposed method, DWT are used for features extraction from MR 

images. The features are represented in form of DWT coefficients [18]. MR brain image is applied through 

series of half band LPF and HPF. The output of HPF is detail coefficients and output of LPF is approximation 

coefficients [1].The image can be represented with different resolution levels by wavelet transform. Two level 

decomposition using DWT is explained in Fig.2. 

 

Fig.2 Two Levels Decomposition using DWT 

Where, D2
V
, D2

H
, D2

D
 are detail of image of input image Ij when resolution is j. 

 

III. KERNEL PRINCIPAL COMPONENT ANALYSIS 

 

To increase the processing speed, feature reduction method is used. The features reduction techniques are 

applied on features which are extracted by DWT in the form of wavelet coefficients. There are different 

methods for feature reductions like PCA, KPCA, LDA and SVD. Complex structure of data, which is used for 

classification, may not be preserved in LDA and SVD. If discriminatory information is contained in the variance 

of data instead of mean, then LDA will not work properly. In this case PCA is preferred. If the distributions are 
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non-Gaussian, PCA may not find the best direction for discriminating between two classes. It is difficult to 

visualize data in dimensions greater than three in PCA. In this case KPCA is preferred over PCA. KPCA applies 

similar theory as the PCA and it projects data points on low dimensional subspace that captures the highest 

possible amount of variance in the data. In PCA, data points are separated linearly in original space (referred to 

as Rd) but in KPCA, data points are separated in a high dimensional space which is known as feature space 

(referred to as F), by using a mapping function “Ψ” as shown in Fig. 3. 

 

 

Fig. 3 (a) Nonlinearly distributed data before applying KPCA (b) Data into linearly distributed feature 

space after applying KPCA 

Due to limitation of above methods, KPCA is used in this research paper. Advantages of KPCA are: 

1. It does not require nonlinear optimization, knowledge of the network architecture or the number of 

dimensions. 

2. A new point can be quickly projected onto a pre-computed basis. 

3. It gets eigenvector with higher variance (principal component) than PCA. 

In PCA, covariance matrix is constructed for feature reduction. It is difficult to construct covariance matrix in 

feature space due to nonlinear projection. Due to this reason kernel trick is used to develop the kernel matrix Ke 

(x, xˈ) = Ψ(x).Ψ(x') without explicitly doing the mapping [16] [18].The data in the feature space is projected 

onto a low-dimensional subspace, spanned by the eigenvectors that capture most of the variance. One important 

fact is that without knowing the mapping “φ” or the feature space “F”, KPCA is applied to data input. Instead 

computations are performed on the inner product of pairs of points which are stored in a kernel matrix. The 

procedure of working with the data in feature space without knowing the mapping “Ψ” is known as "the kernel 

trick" and is a central part of the kernel PCA method. There are normally two types of kernels used in KPCA: 

the polynomial kernel and Gaussian kernel.   

 

3.1 Polynomial Kernel 

                                                                                                                    -
 
(1) 

Or 

                                                                                                         - (2) 

Where, p denotes polynomial‟s order and c (constant) >0 

 

3.2 Gaussian Kernel 

                                                                             -
 
(3) 
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Or 

                                                                            - (4) 

To kernalize the procedure, xi →  (xi) and  

                                                                                                          - (5) 

If data are non-centered set, then inner product computation is applied for centering data. 

                                                               -
 
(6) 

Where,  denotes the centered kernel matrix 

 represents the center point in the feature space which is written by  

)                                                                       - (7) 

The eigenvectors of  can be obtained by solving the given equation 

                                                                                                        - (8) 

Where normalized eigenvectors are stored in the column of „V‟ and “λ” is a matrix in which the non-diagonal 

values are zero and diagonal consist of the corresponding Eigen values. The eigenvectors in V are arranged in 

descending order according to the size of their corresponding Eigen value. Also the Eigen values in λ are sorted 

in descending order [12].           

Using a similar calculation, this can be expressed easily in terms of Keij. 

                                            - (9) 

Where, is NХN matrix in which all elements equal to 1/N. In this paper, polynomial kernels, with varying 

order (p = 2, 3, 4)   are used to achieve good classification efficiency. 

 

IV. ARTIFICIAL NEURAL NETWORK (ANN) 

 

ANN is highly interconnected numbers of neurons which are arranged processing into different layers [2]. ANN 

consists of many layers and each layer contains one or more neuron. A single neuron has many inputs; these 

inputs are multiply with weights and weighted inputs are summed up by summer and then activation function is 

applied. The biological neuron can be modeled as an artificial neuron [19]. This is explained in Fig. 4 with 

following steps. 

 

Fig. 4   Single Neuron Model 

1. The synapses works as weight element in neuron. When a signal is applied at the input of synapse, the input 

signal is multiplied by the synaptic weight wk. The weight wk is positive or negative depending upon type of 

synapse. 

2. A summer output is the weighted sum of input signal. 
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3. The output of summer is applied to an activation function which is used to limit the amplitude of the 

neuron‟s output. The commonly used normalized amplitude range are [0, 1] or [-1, 1]. A bias is used for 

altering the input of the activation function. 

Two fundamental kinds of networks are occurred in neural networks i.e. using feedback and without using 

feedback. If the output is calculated for each input value, then this is called the network without feedback. In 

networks with feedback, the output values are applied back to input for tracking the input value. If the 

information flows in forward direction, then it is called feed forward network [17]. It is shown in Fig.5. 

 

Input layer                Hidden layer                   Output layer 

Fig. 5 Feed Forward Neural Networks 

There are different types of feed forward network like multilayer perceptions (MLP) and radial basis function 

(RBF) etc. In MLPs, classes are separated via hyper-planes and in RBFs via hyper-spheres. MLPs have input 

layer, one or more hidden layers and an output layer. In radial basis function network, a single hidden layer is 

used which has radial basis activation function for hidden neuron. MLPs have one or more hidden layers but 

RBFs have only one hidden layer. RBFs require more hidden neurons which lead to curse of dimensionality. 

The perception learning rule is used for single layer neuron but for more than one layer neuron networks, this 

training algorithm is not suitable because the output of hidden layer is not available for calculating the output 

and updating the weight so for multilayer perceptions, perception learning algorithm is not used. For this, error 

back propagation learning is employed, in which training is done in a supervised manner.  

In this paper, multilayer perceptions network with error back propagation learning is used. Back propagation 

learning rule is based on the error-correction learning rule [13]. In this learning rule, firstly input signal (vector) 

are applied into input layer and this signal is flowed in forward direction layer by layer through hidden layer to 

output layer. Then output vector is generated for applied input vector which is known as actual response of the 

neural network. This is called forward pass. In forward pass, weights of neuron are fixed. Now actual output is 

compared with desire output or target output. If the difference between desire output and actual output is not 

equal to zero, then error signal will be generated. This error signal is propagated in backward direction so this is 

called as “error back propagation”. Now according to perceptions error correction rule, weights are updated for 

minimizing the error signal. In backward pass, weights of neurons are modified so that actual response tends to 

desire output [5] [13]. Forward NN have three layers like input, hidden and output layer. In this paper, seven 

different intensity based features after reduced by KPCA are used so seven input elements are used in first layer. 
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V. RESULTS  

 

For testing seven sets of ten images are used. Three set of training data contains normal MR images & rest four 

sets contain abnormal or brain tumor infected MR images. The result in terms of classification accuracy for 

ANN with different feature reduction method is given in Table 1 for MR brain images.  

Table 1:  Comparison of polynomial KPCA with other feature reduction techniques 

 

 

 

 

 

    

 

 

               

From above table, it is clear that KPCA with ANN for power p = 4 gives maximum classification accuracy (99.8 %). 

 

VI. CONCLUSION  

 

This work proposed the efficient method for detection of normal or abnormal brain images. Various 

classification rates are obtained using different power of applied kernel. Confusion matrix obtained by 

classification gives, 93.7% accuracy with p=2, 96.7% accuracy with p=3, 99.8% accuracy with p=4, 86.7% 

accuracy with p=5. From above result, it can be concluded that KPCA with kernel‟s power = 4 gives best 

classification result. Here, in this paper, discrete wavelet transform (DWT) is used as feature extraction 

technique from brain MRI images. There are various others transforms and techniques available for extracting 

image features so in future work, different feature extraction methods can be used to achieve higher 

classification accuracy for large MRI data. 
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