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ABSTRACT 

Electroencephalogram (EEG) is a common technique used to monitor the electrical activities of the human 

brain. In some applications, EEG is recorded for a long time. Since it is time consuming to analyze this EEG, 

further processing requires a lossless compression of this long term EEG. This paper addresses effective 

compression of EEG using EBCOT algorithm. EBCOT is an advance technique for image compression, but no 

work is reported on the compression of EEG using this EBCOT encoder. The performance measure used here is 

compression ratio. 
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I. INTRODUCTION 

Electroencephalogram (EEG) is used to diagnose various neurological and physiological conditions. There are so 

many diseases that can be diagnosed by analyzing EEG, mainly epilepsy, Alzheimer’s disease, sleep disorders, 

brain hemorrhage etc. In some cases like telemedical and ambulatory applications, EEG is recorded for a long 

time. These applications require acquiring, archiving, transmitting and automatic processing of EEG over an 

extended period of time. Such long term recording results in large datasets [1]. Hence compression becomes an 

important area in the analysis of this long term EEG.  

Data compression can be classified into lossless compression and lossy compression. Lossless compression 

maintains signal integrity during the compression and decompression of the signal, but the compression ratio that 

can be achieved is limited. Lossy compression gives a distorted original signal, which cannot be used for EEG 

compression. Higher compression levels can be achieved by tolerating some loss [2]. Lossless compression 

schemes often have low compression performance, because of the signal’s inherent noise [3]. However, EEG 

compression mainly focuses on lossless compression as this is medical area. Biomedical signal compression is 

categorized into three methods namely direct compression of data, compression based on transform and other 

methods of compression [3, 4, 2]. In lossless compression schemes at the present scenario, better compression 

ratio is achieved by compression of EEG using the encoding scheme SPIHT (Set Partitioning in Hierarchial 
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Trees). But this method has some disadvantages such as memory requirements are more, only implicitly locates 

position of significant coefficients and also does not provide optimal quality. 

The proposed method is based on using EBCOT algorithm for compression of EEG signal. The signals from 

University of Bonn database are taken for the compression process. In the proposed scheme, initially the EEG 

signal is converted into a matrix form. Then wavelet based embedded coding, that is EBCOT is applied to this 

matrix. The wavelet coefficients that are obtained can be coded using various encoding methods, namely Set 

Partitioning in Hierarchial Trees (SPIHT) and Embedded Zerotree Wavelet (EZW). The coefficients’ ordering 

which is done by magnitudes is used by both SPIHT and EZW to encode the self-similarity of coefficients across 

subbbands. Both SPIHT and EZW can be applied only to the wavelet decomposition, where at a decomposition 

level, only low pass coefficients are analysed further. Hence wavelet packets cannot be incorporated into these 

two algorithms in general. More flexible decomposition of low pass and high pass components is possible by 

using wavelet packets. That is, high pass components can also be decomposed here. Also, these two approaches 

only offer SNR scalability and do not offer resolution scalability.  

In this paper, the approach used is to code the wavelet coefficients obtained using embedded wavelet coding, 

which is called Embedded Block Coding with Optimized Truncation, is used [5]. This algorithm has modest 

complexity and can compete with other state-of-the-art compression algorithms, considerably showing better 

performance than the SPIHT compression algorithm. Wavelet packets can be incorporated into this wavelet based 

EBCOT coding approach and also offers both resolution and SNR scalability. EBCOT algorithm is an image 

compression technique and in this paper this algorithm is applied to EEG signal for compression. 

In this method, each subband after wavelet decomposition is partitioned into non-overlapping blocks of 

samples of small size, which are called code blocks. This algorithm uses code blocks that have the size of 

 with subblocks of size . An embedded bit-stream is generated by EBCOT for each code block. 

The truncation of the bit-stream associated with each code block to optimized truncation points is done. A layered 

bit-stream concept is used by EBCOT algorithm, where each layer corresponds to a particular quality. The rate-

distortion optimized image can be formed by a collection of these layers [5]. 

 

II. MATERIALS 

Data collection plays an important role in this work. EEG data for this work is taken from the site of Department 

of Epilepsy, University of Bonn [6] [http: //www.epileptologie-bonn.de.]. The data obtained from this site 

contains five sets of EEG recordings that are measured from the extra cranial and the intracranial electrodes 

using standard international 10-20 system [7, 6].  First set and second set (Z and O) are obtained from some 

healthy volunteers in awaken state with eyes open (Z) and eyes closed (O) respectively. These are recorded by 

the use of surface electrodes. Third set (N) is obtained from hippocampal formation of the opposite hemisphere 

of the brain and fourth set (F) is recorded from within the epileptogenic zone. Fifth set (S) contains recordings 

that exhibit the seizure activity in the ictal period [6]. Z and O are measured extra cranially and N, F and S are 

measured intracranially. In each set there are 100 single channel EEGs that are of 23.6s. Each dataset is sampled 

at 173.61Hz to get 4096 samples. 
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III. METHOD 

3.1. Pre Processing technique 

In the method used here, EEG signal is arranged as a matrix of size . Segments of length  are formed from 

the EEG signal by cutting the EEG signal and they are arranged as rows to form a  matrix. The EEG signal 

slowly varies and as it also contains rhythms [8], correlation among entries of matrix is achieved. In this 2D based 

compression algorithm, EEG signal of 4096 samples are arranged as a  matrix. The compression process 

is performed on this matrix formed. The compression scheme used in this paper is shown in Fig. 1. 

 

3.2. Discrete Wavelet Transform 

Due to the ability of DWT to simultaneously represent the signal in both frequency and time domain, wavelet 

transform is applied in most of the compression algorithms. The signal is decomposed by DWT to form a set 

that contains basis functions which are called wavelets [9, 10]. All the other wavelets are constructed using the 

mother wavelet (ψ) by the use of dilation and shifting. The coefficients obtained after wavelet decomposition 

gives an alternative representation of the signal, achieving better localisation of energy components of the signal 

when analysed in both time and frequency domain. In this paper, db1 or Haar wavelet, wavelet packet and 

biorthogonal wavelet are used for the three level decomposition of the signal. 

 

 

 

 

 

 

 

 

Fig.1. Compression scheme 

3.3. Quantization 

Quantization is a nonlinear method which maps a large and finite sequence of numbers onto a smaller scale. In 

quantization, signals are sampled and converted into a digital format [2]. Quantization bit-rate used in this paper 

is 8 bit. 
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3.4. EBCOT 

Two coding steps are present in the generation of the compressed bit-stream in this algorithm, which are Tier-1 

encoding and Tier-2 encoding.  

The two-tier coding structure to encode code block is as shown in the following figure Fig. 2.  

 

 

 

 

 

 

 

  

 

 

 

 

 

Fig.2. Coding structure of EBCOT algorithm 

 

3.4.1. Tier-1 Encoding 

After the quantization process, each subband obtained is divided into rectangular shaped blocks, which are known 

as code blocks. Decomposition of code block into p bit-planes is performed and the encoding of these bit-planes 

is done starting from the most significant bit-plane to ending at the least significant bit-plane sequentially. Here, 

Embedded Block Coding with Optimized Truncation (EBCOT) is used for the bit-plane coding mechanism [11].  

Quantization coefficients that are within each of the code block are decomposed further into required bit-planes. 

Each bit corresponding to the code block is passed through one of the passes depending on the bit’s significance 

or insignificance in the previous bit-plane [11]. 

 EBCOT algorithm encodes each bit-plane in four coding passes as given below.  

1) Forward Significance Propagation Pass: 

Here, the coefficient that is in a code block which is insignificant for all the previous bit-planes and has a 

preferred neighbourhood is encoded and the rest of the coefficients are skipped. 

2) Reverse Significance Propagation Pass: 

This pass is similar to the previous pass except for the fact that the order of the scanning of the coefficients is 

reverse. 
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3) Magnitude Refinement Pass: 

In this pass, encoding is performed on the coefficients which are already obtained as significant by the use of the 

magnitude refinement primitive. 

4) Normalization Pass: 

Here, all the coefficients which were skipped in the previous three passes are further encoded. This encoding 

includes coefficients that are insignificant till the previous bit-plane and for those for which no preferred 

neighbourhood existed. For encoding such coefficients, Run-length Coding (RLC) and Sign Coding (SC) are 

used. 

These four passes can be reduced to three passes by using only one of the significance pass instead of using 

forward significance pass and reverse significance passé and by using eight neighbors of a coefficient for a 

preferred direction. 

3.4.2.  Tier-2 Encoding 

The embedded bit-stream and the related summary information of each code block in the first stage is used by the 

stage two of the two-tier coding structure for the formation of quality layers. The formation of quality layers are 

shown in Fig. 3. 

Consider there are five code blocks to . Each code block is encoded into the embedded bit-stream in the 

first stage and this embedded bit-stream contains a collection of corresponding quality layers where  

are the indices of the quality layers arranged in the increasing order of the quality. 

In the increasing order of , bit-stream obtained, which is truncated to specific truncation points and which 

corresponds to each quality layer is arranged. This composition of bit-stream corresponding to each quality layer 

is done by passing the code blocks through in the corresponding scanning order and by adding the corresponding 

contributions to the corresponding quality layer. 

 

 

Fig.3. Quality layer formation from code blocks 
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3.5. Rate-Distortion Optimization 

EBCOT partitions the subbands representing the image into a collection of relatively small code blocks, . The 

rate and the distortion corresponding to code block  that associates with this point of truncation are given by 

 and  respectively, where  is the truncation point [5]. The distortion metric is usually given by the mean 

square error and it is additive when obtained over all the code blocks. Hence the overall distortion can be given 

by Eq. 1. 

                                                                        (1) 

 

  which is to be minimized by considering the constraint on maximum bit-rate  , given by Eq. 2. 

 

                                                          (2) 

 

Minimization of  is done in the rate-distortion optimization problem, where  is a Lagrange multiplier. 

It is not possible to exactly make   because the points of truncation are discrete, i. In practical cases, the 

code blocks are small and there are so many points of truncation. It is enough to obtain the least value of  so that 

. For each code block , different minimization problems are used. 

Quality layer  consists of contributions of optimized code block having corresponding lengths  that 

minimize  subject to length constraint .  layer consists of additional contribution 

from each code block having corresponding lengths  that minimize  and similarly further 

quality layers are formed. 

 

IV.EXPERIMENTAL RESULTS 

The proposed method is implemented in MATLAB R2015a. The performance measure used here to evaluate the 

performance of the EBCOT compression algorithm of EEG is compression ratio (CR). It is the ratio of the length 

of compressed signal to the length of original signal. EEG signal of 4096 samples are converted into a matrix of 

size  before compression. The computed results are shown in Table.1. 

From the table, it can be observed that for datasets Z and O, the correlation coefficients obtained are less when 

compared to the other datasets (N, F, S). 

The results obtained indicate that the performance of compression of the scheme proposed varies for different sets 

of data and is not very stable. This is because EEG signal is non-stationary and changes occasionally, that will 

affect the smoothness of the matrix formed in the proposed scheme.  
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TABLE 1 

RESULTS FOR EBCOT COMPRESSION OF EEG 

 

 

Datasets 

 

Compression Ratio 

 

Daubechies Wavelet 

 

Wavelet Packet 

Biorthogonal 5/3 

Wavelet 

Z 1.4748 1.5122 1.5777 

O 1.4245 1.4642 1.5461 

N 1.5969 1.6550 1.7591 

F 1.4952 1.5185 1.5825 

S 1.4522 1.4781 1.5992 

 

V. CONCLUSION 

In this paper, EEG compression that uses wavelet based EBCOT is applied to EEG signal. To evaluate the 

performance of the scheme proposed, experiments were carried out by using EEG datasets from Bonn database. 

The compression measure used here CR shows that the proposed EBCOT scheme is suitable as a better 

compression algorithm for the EEG data.  From the table, it is found that CR can be further improved by using 

biorthogonal wavelets in the place of orthogonal wavelet or wavelet packet. Biorthogonal 5/3 wavelet with 6 or 7 

decomposition levels, which is used for lossless compression can be incorporated into the proposed EBCOT 

algorithm to get improved CR.  
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