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ABSTRACT 

Due to Rapid development in Data mining, Evolution of Temporal data mining is newly evolving research area 

in vast field of Data Minin.Temporal Data Mining having applications infollowing fields such as biomedicine, 

geographical data processing, financial data forecastingand Internet site usage monitoring. Temporal data 

mining deals is a process of extracting of knowledgeful information from temporal data, where the definitionof 

Knowledgedepends on the user application. The most common form  of temporaldata is time series data, which 

consist of real values sampled at regulartime intervals. Temporal Data Mining is a rapidly evolving area of 

research in following field such as statistics, temporal pattern recognition, temporaldatabases, optimization, 

and visualization, high performance computing, and parallel computing. This paper is first intendedto serve as 

an overview of the temporal data mining and provide an algorithm to achieve privacy in temporal mining 

process. 
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I.  INTRODUCTION 

Data mining is a process to extracts some knowledge full informationcontained in large databases. The goal is to 

discover hidden patterns, unexpected trends orother subtle relationships in the data using a combination of 

techniques from machine learning, statistics and database technologies. This new discipline today finds 

application in a wide anddiverse range of business, scientific and engineering scenarios. For example, large 

databasesof loan applications are available which record different kinds of personal and financialinformation 

about the applicants (along with their repayment histories). Several terabytes of remote-sensing image dataare 

gathered from satellites around the globe.  

Due to rapid increase in storage of data, the interest in the discovery of hidden information in databases has 

exploded in the last decade. This discovery has mainly been focused on association rule mining, data 

classification and data clustering. One major problem that arises during the mining process is treating datawith 

temporal feature i.e. the attributes related with the temporal information present in the database. This temporal 

attribute require a different procedure from other kinds of attributes. However, most of the data mining 

techniques tend to treat temporal data as an unordered collection of events, ignoring its temporal information. 

1.1 Temporal data mining: 

https://plus.google.com/u/1/102554673133954620098?prsrc=4
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Temporal Data Mining (TDM) is defined as the activity of looking for interesting correlations or patterns in large temporal 

datasets. TDM has evolved from data mining and was highly influenced by the areas of temporal databases and temporal 

reasoning. Several surveys on temporal knowledge discovery exist [5].  

Most temporal data mining techniques convert the temporal data into static representations and exploit existing 'static' 

machine learning techniques, thus potentially missing some of the temporal semantics. Recently there is a growing interest in 

the development of temporal data mining techniques in which the temporal dimension is considered more explicitly. Console 

et al. proposed an extension of the known Decision Trees induction algorithm to the temporal dimension [1]. One advantage 

of temporal decision treesis that the output of the induction algorithm is a tree that can immediately be used for pattern 

recognition purposes. However, the method can only be applied to time points, not to time intervals. 

 

 

 

 

 

 

 

 

 

 

 

Table2.1: External Utility Table 

II. RELATED WORK 

In association with rules mining, Apriori (Agrawal and Srikant, 1995), DHP (Park et al., 1997) and partition-

based ones (Lin and Dunham, 1998; Savasere et al., 1995) were proposed to find frequent itemsets. Many 

important applications have called for the need of incremental mining  

due to the increasing use of record-based databases to which data are being added continuously. Many 

algorithms likeFUP (Cheung et al., 1996), FUP2 (Cheung et al., 1997) and UWEP (Ayn et al., 1999;Ayn et al., 

1999) have been proposed to find frequent itemsets in incremental databases. The FUP algorithm updates the 

association rules in a database when new transactions are added to the database. Algorithm FUP is based on the 

framework of Apriori and is designed to discover the new frequent itemsets iteratively. The idea is to store the 

counts of all the frequentitemsets found in a previous mining operation. Using these stored counts and 

examining the newly added transactions, the overall count of these candidate itemsets are then obtained by 

scanning the original database. An extension to the work in Cheung et al. (1996) was reported in Cheung et al. 

(1997) where the authors propose an algorithm FUP2 for updating the existing association rules when 

transactions are added to and deleted from the database. UWEP (Update with Early Pruning) is an efficient 

incremental algorithm, that counts the original database at   most  once, and the increment exactly once. In 

addition, the number of candidates generated and counted is minimized. 

In recent years, processing data from data streams becomes a popular topic in data mining. A number of 

algorithms like Lossy Counting (Manku and Motwani, 2002), FTP-DS (Teng et al., 2003) and RAM-DS (Teng 

et al.,2004) have been proposed to process data in data streams.Lossy Counting divided incoming stream 

TID A B C 

T1 0 0 18 

T2 0 6 0 

T3 2 0 1 

T4 1 0 0 

T5 0 0 4 

T6 1 1 0 

T7 0 10 0 

T8 3 0 25 

T9 1 1 0 

T10 0 6 2 
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conceptually into buckets. It uses bucket boundaries and maximal possibleerror to update or delete the itemsets 

with frequency for mining frequent itemsets. FTP-DS is a regression-basedalgorithm for mining frequent 

temporal patterns from data streams.  

ITEM PROFIT($) 

 

  A      3 

  B     10 

  C      1 

Table 2.2Transaction table 

ITEM Quantity 

value 

 

  A      2 

  B      6 

  C      3 

Table 2.3 transaction Quantity utility 

C.-J. Chu et al. / pattern mining tasks for data streams by exploring bothtemporal and support count 

granularities. 

Some algorithms like SWF (Lee et al., 2001) andMoment (Chi et al., 2004) were proposed to find 

frequentitemsets over a stream sliding window. By partitioning atransaction database into several partitions, 

algorithmSWF employs a filtering threshold in each partition to dealWith the candidate itemset generation. The 

Moment algorithm uses a closed enumeration tree (CET) to maintain adynamically selected set of itemsets over 

a sliding window[25]. 

A formal definition of utility mining and theoreticalmodel was proposed in Yao et al. (2004), namely 

MEU,where the utility is defined as the combination of utilityinformation in each transaction and additional 

resources. Since this model cannot rely on downward closure property of Apriori to restrict the number of 

itemsets to beexamined, a heuristic is used to predict whether an itemsetshould be added to the candidate set. 

However, the prediction usually overestimates, especially at the beginningstages, where the number of 

candidates approaches thenumber of all the combinations of items. The examinationof all the combinations is 

impractical, either in computation cost or in memory space cost, whenever the numberof items is large or the 

utility threshold is low. Althoughthis algorithm is not efficient or scalable, it is by far the bestone to solve this 

specific problem.Another algorithm named Two-Phase was proposed inLiu et al. (2005), which is based on the 

definition in Yaoet al. (2004) and achieves the finding of high utility itemsets. The Two-Phase algorithm is used 

to prune down thenumber of candidates and can obtain the complete set ofhigh utility itemsets. In the first phase, 

a model thatapplies the ‘‘transaction-weighted downward closureproperty’’ on the search space is used to 

expedite the identification of candidates. In the second phase, one extradatabase scan is performed to identify 

the high utilityitemsets. However, this algorithm must rescan the wholedatabase when new transactions are 

added from datastreams. It incurs more cost on I/O and CPU time forfinding high utility itemsets. Hence, the 

Two-Phase algorithm is focused on traditional databases and is not suitedfor mining data streams. 
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Although there existed numerous studies on high utilityitemsets mining and data stream analysis as 

describedabove, there is no algorithm proposed for finding temporalhigh utility itemsets in data streams. This 

motivates ourexploration of the issue of efficiently mining high utilityitemsets in temporal databases like data 

streams in thisresearch. 

 

III. PROPOSED METHOD: 

Hiding sensitive data items using temporal data mining proposed new algorithm: 

In the proposed method each itemset having two major factors Quantiy and profit. Based on these factor 

calculate total utility of itemset.An itemset is called highly utility itemset if total utility of itemset is greator than 

user specific threshold(€).To compute the profit utility each itemset is  belong I𝒑 ∈DB and  

Profit utility = 𝑻 𝒊𝒑, 𝒕𝒒 ∗ 𝒆𝒖(𝒊𝒑)𝒏
𝒊𝒑∈𝑫𝑩  and compute  

Quantity utility = 𝑻 𝒊𝒑, 𝒕𝒒 ∗ 𝑸(𝒊𝒑)𝒏
𝒊𝒑∈𝑫𝑩  and compute total utility = profit utility + Quantity utility 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 Privacy preserving Temporal data mining Algorithm (PPTDM): In this algorithmcollected original Database DB 

that’s equalssanitized database DB’ 

Input: collected original database DB 

Output:   produces sanitized database DB’ 

Algorithm: for each database DB contains the followingdataitems        DB={I1,I2,I3,I4……………………In} 

1.For each data item ip having utility on transaction TqT(ip,tq). 

2. for each itemset ip having external utility  𝒆𝒖𝒊𝒑 

3. Compute utility factor of each item set ip 

U(ip,tq) = 𝒆𝒖 𝒊𝒑 ∗ 𝑻(𝒊𝒑, 𝒕𝒒)𝒊∈𝒊𝒑  

4. for each item set there associated Quantity of each itemset Qip. 

5.compute Quantity factor of each item such that  

        𝑸(𝒊𝒑, 𝒕𝒒)  =  𝑻(𝒊𝒑, 𝒕𝒒) ∗ 𝑸𝒊𝒑 

6.Summation of both factors associated with each itemset called total utility of each itemset. 

Total Utility (Tu)= {𝑸 𝒊𝒑, 𝒕𝒒 + 𝑼(𝒊𝒑, 𝒕𝒒)𝒊∈𝒊𝒑   } 

7.Assume a user threshold £ which specifies itemset is to be sensitive itemset. 

8. Compute a difference of total Utility of each itemset and user specify threshold. 

𝒅𝒊𝒇𝒇 =  𝑻𝒐𝒕𝒂𝒍 𝒖𝒕𝒊𝒍𝒊𝒕𝒚(𝑻𝑼) –  𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅(€) 

        𝑸(𝒊𝒑, 𝒕𝒒)  =  𝑻(𝒊𝒑, 𝒕𝒒) ∗ 𝑸𝒊𝒑 

𝒅𝒊𝒇𝒇 =  𝑻𝒐𝒕𝒂𝒍 𝒖𝒕𝒊𝒍𝒊𝒕𝒚(𝑻𝑼) –  𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅(€) 

𝑶(𝒊𝒑, 𝒕𝒒)  = 𝒂𝒓𝒈 𝒎𝒂𝒙(𝒊 ∈ 𝒊𝒑 𝑻(𝒊𝒑, 𝒕𝒒)) 

=   

𝟎,                                         𝒊𝒇𝑻𝑼 𝒊𝒑, 𝒕𝒒 > 𝑑𝑖𝑓𝑓

𝑶 𝒊𝒑, 𝒕𝒒 − ┌
𝐝𝐢𝐟𝐟

𝐒 𝐢𝐩 
┐ 𝐢𝐟  𝑻𝑼 𝒊𝒑, 𝒕𝒒 < 𝑑𝑖𝑓𝑓

  

3.1 Privacy preserving Temporal data mining Algorithm (PPTDM): In this algorithm collected original Database DB 

that’s equals sanitized database DB’ 

Input:    collected original database DB 

Output:   produces sanitized database DB’ 

Algorithm: for each database DB contains the following data items        DB ={I1,I2,I3,I4……………………In} 

1.For each data item ip having utility on transaction Tq   T(ip,tq). 

2. for each itemset ip having external utility  𝒆𝒖𝒊𝒑 

3. Compute utility factor of each item set ip 

U(ip,tq) = 𝒆𝒖 𝒊𝒑 ∗ 𝑻(𝒊𝒑, 𝒕𝒒)𝒊∈𝒊𝒑  

4. for each item set there associated Quantity of each itemset Qip. 

5 .compute Quantity factor of each item such that  

6. Summation of both factors associated with each itemset called total utility of each itemset. 

Total Utility (Tu)= {𝑸 𝒊𝒑, 𝒕𝒒 + 𝑼(𝒊𝒑, 𝒕𝒒)𝒊∈𝒊𝒑   } 

7.  Assume a user threshold £ which specifies itemset is to be sensitive itemset. 

8. Compute a difference of total Utility of each itemset and user specify threshold. 

9. Now modify each itemset such that 

10.  While (diff>0) 

11. Modify each item set such that  O(ip,tq) 

 

 12. 𝒅𝒊𝒇𝒇 =    
𝟎,                              𝒊𝒇 𝑻𝑼 𝒊𝒑, 𝒕𝒒 > 𝑑𝑖𝑓𝑓

𝒅𝒊𝒇𝒇 − 𝑻𝑼 𝒊𝒑, 𝒕𝒒 , 𝒊𝒇 𝑻𝑼 𝒊𝒑, 𝒕𝒒 < 𝑑𝑖𝑓𝑓
  

13. Return the result sanitized database DB’ 
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3.2 Implementation of Algorithm:for implementation of PPTDM algorithm following strategies is estimated  

Totalutility(TU)A=[{Q(A,T3)+Q(A,T4)+Q(A,T6)+Q(A,T8)+Q(A,T9)}*Q(A)+{U(A,T3)+U(A,T4)+U(A,T6)+U(A,T8)+U(

A,T9)}*eu(A)] 

= [{2+1+1+3+1}*2+{2+1+1+3+1}*3] 

   =      16+24 

   =      40 

Totalutility(TU)B=[{Q(B,T2)+Q(B,T6)+Q(B,T7)+Q(B,T9)+Q(B,T10)}*Q(B)+{U(B,T2)+U(B,T6)+U(B,T7)+U(B,T9)+U(

B,T20)}*eu(B)] 

= [{6+1+10+1+6}*10+{6+1+10+1+6}*6] 

= 240+144=384 

the same way we calculate total utility of each item set {C}, {AB},{AC} and {BC} 

.  

Fig 3.2.1 shows toatal utility of various dataitems 

Now user specific threshold is 150 so {B} and {c} data items called sensitive data items. Now we reduce total utility factor 

of itemset {B} and{C}.  

High utility                 

item 

Total 

Utility 

   {B} 384 

   {c} 200 

Table 3.2.1Sensitive (high utility item set) 

              ITEM 

Tid 

B 

T2 6 

T6 1 

T7 10 

T9 1 

T10 6 

Table 3. 2.2 shows itemset {B}Transaction table 

Modify O(ip,tq) such that calculate diff such that  

=384-150(user specified threshold) 

=234 

Now modify each itemset such that O(B,T7) value 10 to 

0 because TU(B,T7)> diff ,such that so new specified value of each itemset{B} 384 to modified  

TU(B)=[{6+1+0+1+6}*10+{6+1+0+1+6}*6] 

         =140+84 =224 
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Now this value is greater than user threshold which is 150 

 

 

 

 

 

 

 

 

Table 3. 2.3shows modified itemset {B}Transaction table 

So now modify next high maximum utility item which is O(B,T2) that is 6,modify it calculate its max average  

=O(B,T2)*eu(B)*Q(B) =6*10*6 

=360 which greater then diff(224-150) so (B,T2) is zero. 

So modified table is  

 

 

 

 

 

 

 

 

 

Table 3. 2.4shows Modified item set {B}Transaction table 

So newly computed value of {B} is  

TU(B) =[{0+1+0+1+6}*10+{0+1+0+1+6}*6] 

= 80+48  

=128 

High utility                 

item 

Total 

Utility 

{B} 128 

{c} 200 

Table 3. 2.5modified total utility Sensitive (high utility item set) 

Now same way modified value of {C} which is 200 to 128. 

 

 

 

 

 

Table 3. 2.6modified total utility Sensitive (high utility item set) 

IV. SIMULATION ANALYSIS AND RESULT 

To measure the effectiveness of PPTDM algorithm, the experiments were conducted on synthetic dataset and compared by 

the hiding failure. All experiments were performed on a Dell workstation with 3.40 GHz Intel Pentium 4 processor and 2 GB 

              ITEM 

Tid 

B 

T2 6 

T6 1 

T7 0 

T9 1 

T10 6 

ITEM 

Tid 

B 

T2 0 

T6 1 

T7 0 

T9 1 

T10 6 

High utility                 

item 

Total 

Utility 

   {B} 128 

   {c}  128 
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of main memory running the Windows XP professional and simulation performed on WEKA simulation tool and use 

netbeans7.3 as IDE(Integrated development environment) for deploy of project. 

WEKA is a collection of machine learning algorithms for data mining tasks. The algorithms can either be applied directly to 

a dataset or called from your own Java code.  

WEKA contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. It is 

also well-suited for developing new machine learning schemes[22]. 

 

Fig 4.1 knowledge flow of Temporal mining process 

 

Fig 3.2.2 shows total utility of various data items 

 

Fig 3.2.3 shows toatal utility of various dataitems 

 

Fig 3.2.4 shows total utility of various data items after applying sanitization 
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V. EFFECTIVE MEASUREMENT  

(a)Hiding failure (HF): The ratio of sensitive item sets that are disclosed before and after the sanitizing process. The hiding 

failure is calculated as follows: 

𝑯𝑭 =
│𝑼(𝑫𝑩′)│

│𝑼(𝑫𝑩)│
 

denote the sensitive itemsets discovered from the original database DB and the sanitized database DB’ respectively. The 

cardinality of a set S is denoted as  𝑺 . 

 

Fig 3.2.4 shows Hiding failure of various data items after applying sanitization 

 

VI. CONCLUSION AND FUTURE WORK: 

PPTDM (privacy preserving temporal data mining) algorithm is more sophisticated than traditional based on high utility 

mining algorithm. Hiding Failure is less than traditional Algorithm like HHUIF (Hiding High utility item set).In the further, 

develop more superior sanitization algorithms to minimize the impact on the sanitized database in the process of hiding 

sensitive itemsets. We are also expanding our work with a probabilistic to supplement the empirical, which require further 

exploration. 
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