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ABSTRACT
In this paper, the boundedness of the trivial solution for impulsive functional differential systems has been
investigated using the Lyapunov functions and Razumikhin technique. The result obtained can be applied on finite

delay or infinite delay impulsive systems. An example is given to illustrate the advantages of the theorem obtained.
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I. INTRODUCTION

Differential equations with impulsive effect provide mathematical models for many phenomena and processes in the
field of natural sciences and technology. Recently a well developed stability theory of functional differential systems
has come into existence [15-21]. Qualitative properties of impulsive differential equations have been intensively
researched for years. In [3-11], by using lyapunov functions and Razumikhin techniques, some Razumikhin type
theorems on stability and boundedness are obtained for a class of impulsive functional differential equations. In
1988, Wu [13] presented some sufficient conditions on stability andboundedness of neural functional differential
equations with infinite delay using lyapunov functions.

The purpose of present paper is to investigate the stability and boundedness theorems for functional differential

equations with infinite delays.

I1. PRELIMINARIES

Consider the system of impulsive functional differential equations with infinite delays
x'(t)=F(tx()), t>t (1)
x(t) =N(x(&), k=12, ... 2
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Wheret > t* > a = —o. Let F(t,x(s);a <s <t) or F(t,x(.)) be a volterra type functional, its values are

inR™. x'(t) denote the right hand derivative ofx(t), t* < t, < t;4; Wwithty > o, J,:R®" > R" and x(t,~) =

lim,,,_, x(t). For any t>t", PC([a,t],R™) will be written as PC(t). Define PCB(t) = {x € PC(t):x is

bounded}. For any® € PCB(t), the norm of @ is defined by [|9]] = |9 = ,ZZ|@(s)|. Forany o > t*and @ €

PCB (o), the equations (1) and (2), one associates an initial condition of the form

x(t) = 0(t), a<t<o.

It is shown in [12] that under the following hypothesis (H,) — (H,), the initial value problem (1) and (2) has unique

solutionx(t, o, ©).

(Hy) F is continuous on [t _q,t,) X PC(t) for k = 1,2, ..... where t, = t*.For all ¢ € PC(t) and k=12,...,
the limit lim ¢ gy ¢, — o) F(t, @) = F(t;~, ) exists.

(H,) F is Lipchitz in @ in each compact set in PCB;, (t). More precisely, for any y € [a, o + ) and every compact
setG © PCBy(t), there exists a constant L = L(y,G) such that |F(t,¢(.)) — F(t, ()| < Ll — p||*4
whenever t € [a,y]and ¢, € G

(Hs) The functions (t,x) — I(t,x) is continuous on [t*, ) x R™.For any p > 0, there existap; > 0(0 < p; <
p) such that x € S(p;) implies that x + I(t, x) € S(p) fork € Z*

(Hy) For any x(t) € PC([a, ),R™),F(t,x(.)) € PC([t*, ), R™)

In this paper, in order to study the boundedness of (1) and (2), it is assumed that F(t,0) =0, /,(0) = 0 so that

x(t) = 0 is a solution of (1) and (2), called the zero solution. Also throughout the paper, it is assumed that g =

co. Consider the solution x(t, g, @) of equations (1) and (2) which can be continue to co from the right side of o.

Definition 2.1The solutions of (1) and (2) are said to be

(S1) Uniformly bounded (UB), if for each number B; > 0, there exist a number B, such that [oc >t", ¢ €
PCBg, (o) and t = o] implies that |x(t, 0, ¢)| < B,.

(S2) Uniformly Ultimate bounded (UUB) with the bound B if for each B; > 0, there exist a T > 0 such that[c >
t*,@ € PCBg, (o) and t = o + T| implies that |x(t,0, )| < B

Definition 2.2A function V (¢, x): [a, ©) X R™ — R™ belongs to class v if

(A) V is continuous on each of the sets [t,_;,t;) X R"® and for all x € R"and R € Z*, the limits
lime, yyo¢,m, o V(EY) =V(E,x) exists.

(A2)V is locally lipschitzian inxand V(t,0) = 0.

Definition 2.3 A functionalV (¢, ®): [a, ©) X PCB(t) — R" belongs to class v, (.) if

(B,) V is continuous on each of the sets [t,_y,t,) X PCB(t) and for all ¢ € PCB(t)and k€ Z*, the
limitslim, gy ¢, —, o) V(@) = V(& , @) exists.

(B,) V is locally lipschitzian in @ and V (¢, 0) = 0.

Definition 2.4 A functional V(t,®) belongs to class wvy*(.) if Vewv,(.) and for any

x € PC([a, »),R™),V(t,x(.)) is continuous for t > t*.

153 |Page




International Journal of Advanced Technology in Engineering and Science g
Vol. No.5, Issue No. 01, January 2017 ijates

www.ijates.com ISSN 2348 - 7550

Let V € vy, for any (t,x) € [t,_1, tx) X R™, the right hand derivative V'(t,x(t)) along the solution x(t) of (1) and
(2) is defined by
V(t+hx(t+h) =Vt x(©)
h
We say that W:[0,0) — [0,%) belongs to class R if W is continuous and strictly increasing and satisfies

W) =0

We say a function 7 : [t*, ) — [0, c0)belongs to class PIM if n is measurable function such that for any [ >0

V'(t,x(t)) = hll,%l+ sup

and every € > 0, thereexista T>1t" and § >0 suchthat [t >T,Q c [t — [, t], anopenset, and u(Q) = €]

imples fQ n(t)dt = & where u(Q) isameasure of set Q.

Lemma 1: Assume that x is a piecewise right continuous bounded function and n € PIM. Then for any W,, Ws €
R, any h>0 and each A>0, there exist u >0 such that f:_h W,(lx(s)|)ds = A implies
S Ws(lx(s))ds = p

Lemma 2: Assume that x is a piecewise right continuous bounded function and n € PIM. Then for any W,, Ws €
R, any h>0 and each A1>0, there exit u>0 and T=t"+h such that ¢t=>T,

S, Wa(lx(s)])ds = 2 implies[_, Ws(|x(s)Dn(s)ds > u

I1. MAIN RESULTS
Theorem 3.1:Let W, € R(i = 1,2,3),7 > 0 be a constant, V, (t,x) € vy, V,(t,0) € v,*(.), ® € C(RT,R"), D €
L'[0,0),d(t) < K and q € C(RY,R™) such that q(s) is non increasing,q(s) > 0,s > 0. Assume that he following
conditions hold:
(i) Wi (2 < V(£,8()) < W (18D + Ws [, &t — )W, (18(s)ds, where v(t,e()) =
Vi(t,0()) + V2(t,0()) € vo(.);
(ii) Foreach k € Z* and all x € R,, V(& Ji(x)) < (1 + b))V (&, ", x), where b, >0 with Yi_; by <
0

(iii) There exist a humber U > 0 such that for any L > 0, there is a h > 0 such that V'(t,x(t)) <
—Ws(|x@®)Dift = o, ||x]|l*) < L, |x(t)] = UandP (V(t,x(t))) > V(s,x(s)) for maxifo,t—h} <
s<t where PeC(RYR"),P(s)>Ms for s>0,M=1[[r-1(1+by), x(t) = x(t,0,¢) is the
solution of (1) and (2).

Then the solution of (1) and (2) is UB and UUB.
Proof: First we show UB. Let B; = Ube given such that MW, (|x(t)]) < W;(B,) and MW;(JW,(|x(t)])) <
W, (B,)where | = f0°°¢(u)du.Let o =t",¢ € PCBp (o) and x(t) = x(t, o, ) be the solution of (1) and (2)

Set Vy (£) = V1 (£, x()), Vo (t) = Vo (&, x(.))And V() = V4 (£) + V(8).
Then
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V() < Wr(x@®)D + W3(]W4(|x(t)|)) < W,(By) + W3(]W4(Bl)) =M'Wy(B;) a<t<o
Let o € [t,,_1, t,,) forsome m € Z*. Suppose that there is a £ € (o, t,,,) such that
V() =MW, (B,), V() =0, V(t) <V(D), t €Jo,b).
Thus
P(V(®) >MV(E) =Wy(By) 2 V(s), a<s<t 3)
Let L =W, (M~'W,(B,)), then ||x||l*f] < L. By (3), forh >0
P(V(®) > V(s), formaxifn,t —h} <s <t
On the other hand
Wo(Ix(DD 2 V({E) = MWy (B,) =W, (By).
Thus (|x(£)|) = B; = U. By assumption (iii),
V(@) < -ws(Ix@®D <0
It is a contradiction and so we have
V() <MW, (B,), o <t<t, 4
By assumption (ii), we have
V(t,) =Vi(ty) +Vo(t,) <A+ b, )V (t,™ ) + (1 + b, )V>(t,,)
=1+ b )V(ty ) <M1+ b,)W;,(B,)
Similarly we can prove that
V() MY+ b, )Wi(By), ty <t<tns
V(tn) < M7'(1 + by )(1 + by 1)W1 (By)
By induction, one can prove in general that
V() SM Y1+ by) coee oo oo (1 + by s )W, (By), tri St < tpriv, =01, 0.
V(tmsis1) S M I+ bp) oo e oee oo (1 + by i) Wi (By)
Therefore, we have
Wi(lx@D s V(@) s Wi(By), t=o
This proves UB.
Next we will prove UUB.
Let B =WwW,"'(MW,(U)) + Wy ' (MW;](W,)) such that MW,(|x(t)]) < Wi(B,) and MW;(JW,(Ix(®)])) <
W, (By).For any B; = U be given. By the preceding argument, one could find aB, > B such that o >t*, ¢ €
PCBg, (o) imply V() < W;(By) and (Ix()]) < By, t = 0.
Since @ € L'[0,), it follows that there isa r > 1 such that

r 1 1
W, (By) f D)du <5 W, (5 (By))

And
I (1
W, mmﬁ (mwl(Bz))] =W, mWﬂBz) ®)
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Itisclearthatfor t > o + 1,

Wi (Ix(@®D < V(©) = W (Ix(D)]) + Ws

f ot — s)w4<|x(s)|)ds‘

< Wy (I OD + W [JW5 7 (35 Wa(B) + K [, Wi(lx()Dds] 6)

Let 0<d <inffP(s) — Ms: MW, (B) <s < W;(B,)} and N be the first positive integer such that W, (B) +
Nd = MW, (B,). ForL = B, > 0, let h > 0 be the corresponding number in assumption (iii). Set

1+ MW, (B
h+w], i=01,...N,

T,=0+1 We(0)

Where M* = Y7, by.
We will prove that

V) <wy(B)+(N—-1d, t=1, i=01,....,N ;
Clearly (7), holds. Now suppose, (7); holds for some 0 < i < N. We prove that

V) <W,(B)+(N—i—1)d, t=7,, i=01,....,N (Dis1
We first claim that there exist a
t € I, = [t; + h,7;,1]such that

V(@) < M7HWi(B) + (N —i - 1)d] ®
Suppose forall t € I;, V(t) > M~ [W;(B) + (N —i — 1)d]
ThenW, (U) + W5 (JW,(U)) = M~'W;(B) < V(t) < W;(B,) and so
lxle <L, x@®=U,
P(V(©)) >MV(t)+d > W, (B) + (N —1)d = V(s)for max{a,t —h}<s <t

By assumption (iii), one has fort € I,,V' (t) < —Ws(|x(t)]),
Thus for t € [,

VO SV@+w - [ Wx@hds+ Y V) - VO]

7;+h Ti+h<tp<t

< Wy (B) ~ Wi (U)(E — T~ W) + ) BV ()
k=1

< @+ M)W (By) —Ws(U)(t —1; — h)
On the other hand, from (6), one has for t € I;

Wa(lx(0) + Ws o

t
1 1
Wy (—wl(Bz)) K | w4(|x(s)|)ds]
t—r
> V() > MW (B,) + (W —i—1)d] = MW, (B,)
We claim that for t € [t; + h + 2r,7;44],

W, (10571 (5 Wa(B)) + K [, Wil ds] = Wi (By) (9)
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In fact, if W,(|x(®)]) < %M‘lw1 (B5), itis clear that (9) holds. In the case when

W,(1x(6)]) > 3 M~ W, (By), if (9) does not holds, then we have by (5),

KW, (Wz_l <% Wl(Bz))> <0

Which is a contradiction and so (5) holds.

From (9), we have

t
f W, (Jx(s)]) ds = %Wg—l (ﬁwl(gz)), T,+h+2r<t<rty
t—2r

By lemma 1, there exista u > 0 such that

t

f Ws(x(s)Dds=2u, 17,+h+2r<t<t
t—2r
Let t = 7,44, We have
WsU(1+ M*W;By)

W5 (U) B

V(ti4) < (1 + M)W B, —

Which is a contradiction and so (8) holds.
Let! =inf {k € Z*:t, > t}. We claim that
V) <MY W,(B)+ (N—-i—1)d], t<t<t (10)
Otherwise, there isa £ € (¢,t;) such that
V(E) > MW, (B) + (N —i — 1)d] = V(F)
This implies that there isa £ € (£,£) such that
VE) =MW, (B) + (N —i—1)d] = V(t), te (i)
V(@) >0
ThusP(V(®)) > MV () +d = V(s) formaxifie,f —h} <s <f and [lx||® <L, [x(®)| >U
By assumption (iii)
V() < -Wslx(®)] <0
This is a contradiction. So (10) holds.
From (10) and assumption (ii) we have
Vi) <@ +b)V(, ) S M1+ b)[Wy(B) + (N —i —1)d]

Similarly, one can prove in general, that for j = 0,1, ... ....

V) <M 1A +b)...... A+ by D)W B) + (N —i—1Dd], t4 St < tpivn
V(tipis1) S M YA+ b)) ... ... A+ b )W (B) + (N —i—1)d]
Thus,
V) swiyB)+(N—i—1d, t=>t
Therefore, (7);,1 holds. By the induction, (7); hold forall i =0,1,2,...... ... ,N. Thus, when i = N, we have
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1+ MHw (34))

W, (Ix(®)) < V(E) < Wy (B), t=>a+N <h e
Finally set

_ 1+ M)W, (By)
r= N<h+ A )

Then
[x(t)| < B fort =0 +T.
This completes the proof.
Theorem 3.2: Instead of assumption (iii) in Theorem 3.1, we impose (iii)’
Forany t > g, thereisa n € PIM such that forany L > 0, thereisa h > 0 such that
V' (t,x(0) < —-n@Ws(x@Difllxl“ < L, and P (V(t,x(6))) > V(s,x(s)) for maxifir,t —h}<s <t
where Pe C(R*,R"),P(s) > Ms fors > 0, M = [[7-;(1 + by), x(t) = x(¢, o, @) is the solution of (1) and (2).
Then the solution of (1) and (2) is UB and UUB.
Remark: The above Theorem 3.2 is generalization of Theorem 3.1. Since the proof is similar as that of Theorem
3.1, we omit it here for the sake of brevity.

Example: Consider the equation

t

x (t) = —a(®)x(t) + f c(t—s)x(s)ds+ f(t), t=0 (11)
X(tk) = (1 + bk)X'(tk_), k € Z+ (12)
Where a,c and f are continuous functions, c(t) € L'[0,), |f(t)| < H for some H >0, with b, >0 and
Yik=1bp <o
Suppose

—a(t) + Mjlc(u)ldu <-1
0

whereA > 0 and M =[[7-;(1+ by)
Then the zero solution of (11) and (12) is UB and UUB.

Let V; € vy, V, € vy*()as Vi(t, 8(0)) = |8(0)],

t oo

AT j j e — 5)1duld(s)lds

—oo t
Then Vi (64, /e () = 11, )| < (1 + b)lx| = (1 + b)Vi (6,7, %)
For any solution x(t) = x(t,0,¢) of (11),
V'(t,x(t)) < —Llx(t)|
By Theorem 3.1, the zero solution of (11) and (12) is UB and UUB.

158 |Page




International Journal of Advanced Technology in Engineering and Science g

Vol. No.5, Issue No. 01, January 2017

1jates
www.ijates.com ISSN 2348 - 7550
REFERENCES
[1] Z.G. Luo, J.H. Shen, Stability results for impulsive functional differential equations with infinite delays, J.

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

Comput. Appl. Math. 131 (2001) 55-64.

Z. Luo, J. Shen, Stability and boundedness for impulsive functional differential equations with infinite delays,
Nonlinear Anal. 46 (2001) 475-493.

X. Liu, J. Shen, Razumikhin type theorems on boundedness for impulsive functional differential equations, to
appear.

M. Rama MohanaRao, S.K. Srivastava, Stability of Volterraintegro-differential equations with impulsive
effect, J. Math.Anal. Appl. 163 (1992) 47-59.

A.M. Samoilenko, N.A. Perestyuk, Differential Equations with Impulse Effect, ViscaSkola, Kiev, 1987 (in
Russian).

G. Seifert, Liapunov—Razumikhin conditions for asymptotic stability in functional differential equations of
Volterra type, J. Differential Equations 16 (1974) 45-52.

J.H. Shen, The existence of nonoscillatory solutions of delay differential equations with impulses, Appl. Math.
Comput. 77 (1996) 153-165.

J. Shen, On some asymptotic stability results of impulsive integro-differential equations, Chinese Math. Ann.
17A (1996) 759-765.

J. Shen, Existence and uniqueness of solutions for impulsive functional differential equations on the PC space
with applications, Acta. Sci. Nat. Uni. Norm. Hunan 24 (1996) 285-291 (in Chinese).

J. Shen, Existence and uniqueness of solutions for a class of infinite delay functional differential equations

with applications to impulsive differential equations, J. Huaihua Teach. Coll. 15 (1996) 45 -51 (in Chinese).

[11] J. Shen, J. Yan, Razumikhin type stability theorems for impulsive functional differential equations, Nonlinear

[12]

[13]

[14]

[15]

[16]

[17]

Anal. 33 (1998) 519-531.

J.Shen, Existence and uniqueness of solutions for a class of infinite delay functional differential equations with
applications to impulsive differential equations, J.HuaihuaTeach.Coll.15(1996)45-51(inChinese).

J.H. Wu, Uniform behaviors of solutions neutral equations with infinite delay (I), Ann. Differential Equations
4 (2) (1988) 189-229.

Z.Luo, J.Shen, Stability and boundedness for impulsive functional differential equations with infinite delays,
Nonlinear Anal. 46(2001)475-493.

X.L. Fu, L.Q. Zhang, Razumikhin-type theorems on boundedness in terms of two measures for functional
differential systems, Dynam. Appl. 6 (1997) 589-598.

S.L.Li,V-functions methods for the stability of functional differential equations, J.Hunan University 12(3)
(1985) 1-9.

J.H. Wu, Uniform behaviors of solutions neutral equations with infinite delay (II), Ann. Differential Equations
6 (3) (1990) 331-346.

159 |Page




International Journal of Advanced Technology in Engineering and Science -
Vol. No.5, Issue No. 01, January 2017 ij ates

www.ijates.com ISSN 2348 - 7550

[18] B.S. Chen, The asymptotic behavior of some differential equations with unbounded delays, Acta Math. Sin. 34
(2) (1991) 277-285.

[19] S.N. Zhang, A new approach to stability theory of functional differential equations, Ann. Differential
Equations 11 (4) (1995) 495-503.

[20] S.N. Zhang, Razumikhin-type theorems on stability, Chinese Ann. Math. Ser. A 19 (1) (1998) 73-82.

[21] A.V. Anokhin, L. Berezansky, E. Braverman, Exponential stability of linear delay impulsive differential
equations, J. Math. Anal. Appl. 193 (1995) 923-942.

160 |Page




