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ABSTRACT

This study evaluated measures for making comparisons of errors using time series. Many measures of forecast
accuracy have been proposed in the past, and several authors have made recommendations about what should
be used when comparing the accuracy of forecast methods applied to time series data. . In this paper statistical
time series modelling techniques like moving average and least square method are used to study the future
requirement of paddy and wheat and their performances are evaluated in terms of Mean absolute error (MAE),
Mean square error (MSE) and Mean absolute percentage error(MAPE).

Keywords- Least square method, Mean absolute error (MAE), Mean Square error (MSE) , Mean
absolute percentage error (MAPE)and Moving average method

I. INTRODUCTION

Forecasts of agricultural production and prices are intended to be useful for farmers, governments, and
agribusiness industries. Because of the special position of food production in a nation’s security, governments
have become both principal suppliers and main users of agricultural forecasts. They need internal forecasts to
execute policies that provide technical and marketing support for the agricultural sector.

Generally forecasting techniques used past or historical data in the form of time series. A time series can be
defined as an ordered sequence of random variables over time . It is the historical record of any activity , with
observation taken at equally spaced intervals. Many measures on forecast accuracy have been proposed in the
past, and several authors have made recommendations about what should be used when comparing the accuracy
of forecast methods applied to univariate time series data. It is our contention that many of these proposed
measures of forecast accuracy are not generally applicable in reality are found infinite or undefined, and can
produce misleading results. The authors like Brockwell and Davis [2],[4] and Michael Lawrence[9] et al.
Recently provides a new series of work on time series forecasting. In this paper, we provide our own
recommendations of forecasting future data of paddy and wheat production of Punjab, India and provide the
future demand of this product and also provide an empirical comparison.

The agricultural sector is facing important global challenges due to the pressure of food demand, increased price

competition produced by market globalization and food price volatility , and the necessity of more
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environmentally and economically sustainable farming. Recently Becker Reshef et al.[ 15] and later S. Skakun

et. al.[3],[15] provided a detail study of wheat production and its forecasting values[11],[16].

Over the past-two decades, many studies have been conducted to identify the appropriate method for finding the
most accurate forecasts for a given class of time series. Such generalizations are important because
organizations often rely upon a single method for data. Thus, it is particularly a problem when trying to specify
the best method for a well-defined set of conditions, Thus it is important to identify which error measures are
useful under given series. Thus error measures play an important role in refining a time series model such that it
will be an accurate forecasting error for a given set of data.

Various time series models were developed by many authors for average yield for the concerned study area.
Moving average method is the most used historical method for forecasting future data. Moving averages are
developed at an average of weighted observations, which tends to smooth out short-term irregularity in the data
series. Moving Average method has the great merit of flexibility involving construction by taking averages of
several sequential values of another time series[10]. It is a type of mathematical convolution. The greater
number of periods in the moving average the greater the smoothing effect. In this regard the authors like
Robert, .J Hatchett [13 ] and Rob, J. Hyndman [14 ],[19] has done an influential work recently.

The least square method is a mathematical optimization technique, which is used to infer the best function
matching relationship between the discrete data by the square of the difference between the measured value and
the actual value[6],[7] . In engineering technology and scientific experiment, the data set is often obtained.
Determining the appropriate function curve according to the data is the main problem of curve fitting in
experimental data processing. Curve fitting method is the most commonly used methods and the fitting of the
piecewise curve is better than the general curve fitting effect . In this regard a lot of work has already been done.
So far, a lot of practical curve fitting methods have been put forward.

Error measurement statistics play a critical role in tracking forecast accuracy, monitoring for exceptions, and
benchmarking your forecasting process[8],[12]. Interpretation of these statistics can be tricky, particularly when
working with low-volume data or when trying to assess accuracy across multiple items[1] . Many measures of
forecast accuracy have been proposed in the past, and several authors have made recommendations about what
should be used when comparing the accuracy of forecast methods applied to time series data[5]. Although
various stochastic and deterministic measures are available in the literature to evaluate the performance of
forecasting techniques, in this paper the MSE, MAE and MAPE are used for our convenience[18],[20]. The
main emphasis of this work is to compare the various forecasting techniques[8]. In this manuscript an attempt
also has been made to forecast the production by using the Moving Average Method and Least Square Method.
The aim is to evaluate the performances in terms of MAE,MSE and MAPE. Finally, we compare the findings
and decide the suitability among the methods MAE, MSE and MAPE and also with the classic methods like MA
and Least square method.

In this paper, a procedure for applying time series analysis to forecast production is described. The moving
average and least square method are applied to our given set of data based on the production of wheat and
paddy of Punjab. Our study is mainly based on the deterministic measures like Mean absolute error (MAE),
Mean square error (MSE) and Mean absolute percentage error(MAPE).

Section 2 provides the detail of the source of our data, In section 4.1, the result of moving average is given,

section 4.2 provides detail of evaluating the forecast accuracy based on moving average whereas in section 4.3
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the obtained results of the least square method are provided elaborately. Next, in section 5 and 6 detailed

discussion of results are discussed and finally a conclusion is given regarding forecasting procedure.

Il. METHODOLOGY
A moving average is a technique to get an overall idea of the trends in a data set; it is an average of any subset
of numbers. The moving average is extremely useful for forecasting long-term trends. We can calculate it for

any period of time. The formula for moving average is

n
"qt—i'!
Fr = Z n
n=1

Where F; = Forecast for the coming period , n= Number of period to be averaged

In the past period, two or three periods ago and so on respectively .Equal weighting is given to each of the
values used in the moving average calculation. Whereas it is reasonable to suppose that the most recent data is
more relevant to current conditions .The moving average calculation takes no account of data outside the period
of average, so full use is not made of all the data available.

Least squares method is one of the statistical methods used to find out the line of best fit for a model where the
line of best fit is such that it minimizes the sum of squares of the distances of the points from this line. The
points represent observed data values whereas the best fit line will give a statistical model for the process. The
formula for least square method is

V.= a+bx
Where ¥, = commuted value of the trend , x = independent variable which represents time , a=Value of trend
when x is zero (y intercept) , b= slope of the line. Here ‘a’ and ‘b’ are constants .Once their values are
determined they do not change. The value of ‘b’ represents the amount by which the trend increases or decreases
for each unit of time. The values of ‘a’ and ‘b’ are computed by solving a set of simultaneous equations,
commonly called normal equations Normal equations are:
Yy=Na+bXx
Yey=alx +bEx’

In above equations, y represents original values in a time series, N stands for the number of years and x
represents time.

There are many ways to measure forecast accuracy. Some of these measures are the mean absolute error (MAE),
mean square error (MSE) and the mean absolute percentage error (MAPE). These error estimates helps in
monitoring erratic demand observations. In addition they also help to determine when the forecasting method or
no longer tracking actual demand and it need to be reset. The mathematical formulas

Error= Actual value- Forecast value

Mean absolute error =|Error|

Mean Square error = |Error|?

Error

Mean absolute percentage error = ————— x 100
Actual valus

I11. DETAILS OF DATA
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In this study we used the data of wheat and paddy production for the period 2005-06 to 2016-17.Data obtained

from Punjab Mandi Board, Mohali, Chandigarh. Moving average and Least square methods are applied and
their performance evaluated in terms MAE,MSE and MAPE.

Table(1):Recorded wheat and paddy production data of Punjab Mandi Board , Mohali , Chandigarh

S.NO. | YEAR PADDY/ (In lakh tones) WHEAT(In lakh tones)
1 2005-06 | 25.18 10.53
2 2006-07 | 28.61 10.52
3 2007-08 | 26.42 12.6
4 2008-09 | 36.01 18.4
5 2009-10 |41.31 16.69
6 2010-11 | 40.7 16.95
7 2011-12 | 33.54 17.51
8 2012-13 | 37.92 22.08
9 2013-14 | 37.12 20.24
10 2014-15 | 36.8 22.07
11 2015-16 | 35.6 15.9
12 2016-17 | 36.5 18.95

IV. RESULT ANALYSIS
In this section, we used the data for wheat and paddy production for the period 2005 to 2016-17. The various

methods are applied one by one and their performances are evaluated in terms of MAE, MAPE and MSE.

4.1 Moving Average Method

In this section at first we obtain the Moving average results by taking 3 types of data span. Table 2 shows actual
and estimated values of paddy production by 3 yearly , 5 yearly and 7 yearly moving average. The figure 1
shows the same results graphically for better understanding of the smoothness of the data. Similarly Table 3 and
figure 2 shows the result of moving average by taking the same length of year for wheat production and also

provide its smoothness based on moving averages.

Table (2): Actual and estimated values of paddy production by Moving average
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3 vearly Svearly | 7 vearly
Paddy(In | moving moving moving
Sr. No. Year [lakh tones)| average average average
1 2005-06 2518
2 2006-07 28.61
3 2007-08 2642
4 2008-09 36.01 26.74
5 2009-10 4131 30.33
& 2010-11 40.70 34.538 31.51
7 2011-12 33.54 303 34.61
8 2012-13 3792 38.52 35.60 33.11
o 2013-14 37.12 37.39 37.90 34.93
10 2014-15 36.80 36.19 38.12 36.15
11 2015-16 35.60 37.28 37.22 37.63
12 2016-17 36.5 36.51 36.20 37.57
13 2017-18 36.30 36.79 36.88

Figure(1):The trend of moving average of paddy production
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Table(3) :Actual and estimated values of wheat production by Moving average

5|Page




International Journal of Advanced Technology in Engineering and Science -

Vol. No.5, Issue No. 06, June 2017

www.ijates.com
I vyearly Svearly T yvearly
Wheat (In | moving moving moving
5r. No. Year |lakh tones)| average average average
1 2005-06 10.33
2 2006-07 10.32
3 2007-03 126
4 2008-09 13.4 1122
3 2008-10 16.60 13.84
6 2010-11 16.93 15.90 13.73
! 2011-12 17.51 17.33 15.03
8 2012-13 22.08 17.03 16.43 1474
o 2013-14 2024 13.83 18.33 16.30
10 2014-15 2207 1004 18.60 17.78
11 2015-16 159 21.46 19.77 19.13
12 2016-17 18.93 194 19.56 18.78
13 2017-18 18.97 19.8 19.1

Figure(2): The trend of moving average of wheat production
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4.2 Evaluating the Forecast Accuracy based on Moving Average

1
2018

ljates
ISSN 2348 - 7550

There are many ways to measure forecast accuracy. Some of these measures are the mean absolute forecast error

(MAE), the mean absolute percentage error (MAPE) and the mean square error (MSE). This error estimate

helps in monitoring erratic demand observations. In addition, they also help to determine the forecasting

method. The mean absolute error (MAE) is important because of its simplicity and usefulness in obtaining

adequate result. MAE is the average error in the forecasts, based on absolute values. It is like the standard

deviation, measures the dispersion of some observed value from some expected value. The only difference is

that like standard deviation, the errors are not squared. Standard errors square root of a function, it is often more
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convenient to use the function itself. This is called the mean square error (MSE) or variance. The mathematical

formulas may be used while evaluating data are
Error= Actual value- Forecast value
Mean absolute error =|Error|

Mean Square error = |Error|?

Error

Mean absolute percentage error = ————— x 100
Actual valus

Table(4): Moving Average based on 3, 5 and 7 yearly of paddy production

3 yearly moving average 3 yearly moving average 7 yearly moving average
Paddy(In absolute absolute absolute
lakh absolute | squared | percentaps absolut | squared | percentags absolute | squarsd | percentags

5t Vear tones) | Forecast |emor| emor | emor | emor | Forecast | ewor | emor | emor | emor | Forseast | emror | eor | emor Bttt
1 20006 | 2518
2 200807 | 2861
3 200708 | 2642
4 008-09 | 3601 | 2674 [927| 927 | 83933 | 1373
3 00040 | 4131 | 3033 | 11| 1096 |12002] 2633
6 W04 | 407 | M3 [612| 612 37454 1503 AL | 919 ) 1746 | 385 4280

A2 3| |58 38 | B 1B MAL | L7 07 | 1M | 31
§ W43 | 3792 | 3832 (6| 06 | 036 | 18 W6 | 232 133 ) 14| 6 A0 | 481 | 488 | 2381 1286
9 W4 | 3742 | 3138 [ 3| 027 |07 073 319 1078 017 | 030 | 207 93 | 210 226 | il 6.08

1 2111
1
1
10 01415 | 368 | 3619 [061| 061 |03721] 166 /243 131 35 3615 | 063 | 066 | 043 179
1 37
1
1

11 00316 | 356 128 |-L7| 168 | 28204 |47100011| 3720 |-162| 162 | 26044 |43303618 3763 |-203| 203 | 41209 | 3700472
12 00817 | 363 | 3631 |01 000 | 00001 ) 00273073 | 362 300 03 | 009 0820178 3737 | 107|107 | 11449 | 29313068

13 2017-18 3630 36.79 36.48
Total 353 | 280.78 | 93.316408 1486 |316424| 6321248 109 | 346038) 20363734
AN OF ERRORS 300444131197 | 10.3683 333143 | 43.2035 | 9.0303342 LI8 | 692116] 38727308

Table(5): Moving Average based on 3, 5 and 7 yearly of wheat production

3 vearly moving average 3 yearly moving average 7 yearly moving average
Wheat(Tn abzolutz abzolutz absolut
lakh abzolute | squarsd | percentage abzolute | squarsd | percentaze abolute | squarsd | percentage
& Vear tones) | Foreeast |zeror| efror | aror sfrof Forseast | ooppr | atror arror sfrof Forsemst | eeror | error arror sfrof
1 200506 | 1033
2 200607 | 1032
3 200708 126
4 2008-09 134 1122 |718| 718 |31.352]30.021739
5 00910 | 1689 | 1384 | 285 285 | 81225 | 17.076093
6 2010-11 | 1695 139 |105| 103 [1.1025 61946903 | 1373 32 32 1024 | 18.875036

w1112 | 1731 133 016 016 | 00256 | 09137636 | 1503 | 248 | 147 | 61009 | 14106125

1
3 201213 | 2208 | 1703 |503| 3503 |25301|22780797 | 1643 | 565 | 565 |31.9223|25.388768| 1474 | 734 | 733 |337289| 33197464
] 013-14 | 2024 | 1883 (139 139 | 19321 68675880 | 1833 191 | 191 | 36481 94367380 1630 | 385 | 334 |147436| 18972302
|
2

10 201415 | 2207 94 |213| 213 | 43369 | 96511101 | 1860 | 338 | 337 |11.3569[15.269397| 1778 | 429 | 428 |18.3184]19.392841
11 201516 | 138 46 | 56| 36 | 30136 | 35220126 | 1977 | 387 | 387 |149769|24339623| 1903 | 323 | 323 |104319) 20314465
12 2016-17 | 1883 194 04| 04 | 016 21108179 | 1956 | 061 | 061 | 03721 (32189974 1878 | 017 | 017 | 0.0289 | 0.897097%

13 2017-13 19.83 191
Total 2579 | 124.00 | 135.83673 2108 | 78.6174| 110.83502 1833 |97.2547| 827742
'AN OF ERRORS 1.86356| 13.788 | 13.337414 332 | 11.6337| 15.834146 307 | 194309 | 18.33484

The above two tables (e.g. Tab 4 , Tab 5) shows the evaluated errors measures of paddy and wheat production.

Table(6):Error Measure of Moving Average Method
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Error 3 wearly Moving | 3 yearlyMoving | 7 vearly Moving

Measures Awerage Average Average

Crops Paddy | Wheat | Paddy | Wheat | Paddy | Wheat

MAE 362 187 355 332 1.18 377

MSE 31.2 1379 452 12.63 6.9 15.45

MAPE 103% | 155% G.03% 15.83% 587% 18.5%

Table 6 shows the error measures of MA methods by applying the error measures MAE ,MSE & MAPE. After
analysis of this table value we shows that 3 yearly moving average has minimum errors in production of

paddy.7 yearly moving average has minimum errors for wheat production.

4.3 Least Square Method and error measures based on this method: In this section at first we obtain the Least
Square Method results by using formulas. Table(7) shows actual and estimated values of paddy production by
least square method. The figure(3) shows the same results graphically for better understanding of the
smoothness of the data. Similarly Table (8) and figure (4) shows the result of least square method by taking the
same length of year for wheat production and also provide its smoothness based on least square method.

Table(7) Actual and estimated values of paddy production by least square method

Absolute
Squared |Percentage
X Paddyl(Y) |xY X2 Forecast |Error  |AbsolutelError Error
0 25.18| 0 0 29.6 -4.42] 4.42] 19.5364 13.38
1 28.61 28.61 1 30.55 -1.94] 1.94 3.7636) 429
2 26.42] 52.84 4 315 -5.08| 5.08] 25.8064 17.82
3 36.01 108.03 9 32.45 3.56 356 126736 9.95
4 4131 165.24] 16| 334 7.91 7.91|  62.5681 18.39
5 40.7| 203.5 25 34.35 6.35 6.35 40.3225 14
5 33.54 201.24] 36| 353 -1.76) 175 3.0876) 813
7 37.92) 265.44] 49, 36.25 167 167 2.7889| 0.89
8 37.12 296.96| 64 372 -0.08] 0.08 0.0064] 471
9 36.8 3312 Bl 38.15 -135 135 18225 9.13
10| 356 356 100| 39.1 -35 35 12.25 9.83
1 36.5 4015 121 40.05 -3.55 3.55|  12.6025 8.73
12| 42.74 512.88| 144 41 174 174 3.0276| 4.07
total=78 458.45|  2823.44 650 458.9] 4291|  200.2661 124.39
a=28.6 b=0.85
MEAN OF ERRORS 3.300789| 15405085 9.57
[ F=asbx
| F=29.6+0.95x

Figure(3): The trend of least square method of paddy production
FORECAST
454

354

PADDY PRODUCTION

304

254

T T T T T T J
2004 2006 2008 2010 2012 2014 2016 2018
YEAR

Table(8) Actual and estimated values of wheat production by least square method
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Absoclute
. Absclute Percentage
H Wheat (Y) HY b Forecast Error error Squared Error Error
0 10.53 0 0 12 -1.47 1.47 2.16 13.96
1 10.52 10.52 1 12.92 -24 24 3.76 22.81
2 126 252 4 13.84 -1.24 1.24 1.54 9.84
3 18.4 352 9 14.76 3.64 3.64 13.25 19.78
4 16.69 66.76 16 15.68 1.01 1.01 1.02 6.05
3 16.93 8475 25 16.6 0.35 0.35 0.12 2.06
& 17.51 105.06 36 17.52 -0.01 0.01 0.00 0.06
7 22.08 154.56 49 18.44 3.64 3.64 13.25 16.49
8 2024 161.92 64 19.36 0.88 0.88 037 433
9 2207 198.63 81 2028 1.79 1.79 3.20 8.11
10 15.9 159 100 21.2 -3.3 3.3 28.09 33.33
11 18.95 208.45 121 2212 -3.17 3.17 10.05 16.73
12 2325 303 144 23.04 221 221 4.88 8.73
total=73 227.69 1533.05 6350 8410 162.33
a=12 b=0.92
MEAN OF ERRORS 2.09 6.47 12.49
F=a+bx
F=12+0.92 5

Figure(4):The trend of least square method of wheat production
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By comparing the tables 7 and 8 the performance of the methods by Moving Average and Least square method
on the basis of MAE ,MSE and MAPE the following table is found which has less error and more accuracy than
the other method.

Table(9):Error Measure of Least Square Method

Crops Paddy Wheat
Error Measures

MAE 33 2.00

MSE 1541 6.47
MAPE 9.57% 12.49%

After evaluating the error measures, next we are going to discuss our results in the following section .

V. DISCUSSION
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In the previous section, two valid methodologies namely Moving average and Least square methods are used to

predict future data. In section 3 detail of wheat and paddy production of Punjab Mandi board , Mohali
Chandigarh for the period of 2005-06 to 2016-17 is provided for our study concern. In this paper we forecast the
future data of both, paddy and wheat for the period of 2017-18. For this purpose we applied the methodology of
minimum error method. In this study we ignore the large errors, which are the sometime primary concern. But
sometimes large errors created disproportionate impacts for forecasting future data. So the selection of an error
measure is dependent upon the situation. None of the error measures was superior on all criteria. In this paper

the performance of the various methods are evaluated on the basis of MAE, MSE and MAPE .

Table 10: Diagnostic measures for the selection of the best forecasting method for wheat and paddy

production
Crops Paddy Wheat
Method | TMA LS 3MA LS
MAE 218 33 2 87 209
MSE 6.92 154 1379 647
MAPE [ 587% | 957% | 15.5% | 12 49%

The above table shows errors of paddy and wheat production on the basis of MAE,MSE and MAPE. In case of
production of paddy the error value of moving average on the basis of MAE , MSE and MAPE are less as
compare to least square method. On the other hand for the production of wheat, the error values of least square
method are smaller than the moving average method on the basis of MAE, MSE and MAPE .

By comparing the performance of these method it has been found that according to data set we have selected the
best method for forecast the future data. Therefore in this study we select the moving average method is
appropriate for forecasting the future data of paddy production and on the other hand the least square method is
appropriate for forecasting the wheat production and it is because of their least error measures in terms of
MAE, MSE and MAPE are less.

VI. CONCLUSION

In this paper, an attempt is made to obtain forecast of paddy and wheat production , Punjab, India. Analysis is
based on time series of past production. We explored the impact of using methodologies based on error
measures. Forecasting of wheat and paddy production done by using statistical methods (Moving average
Method, Least square method). Statistical method are chosen because of their rich historic data and ease of their
use . Finally their performance evaluated by comparing the MAE, MSE and MAPE obtained from the different
methods .The result shows that the moving average method is more accurate average method for the production
of paddy whereas the production of wheat we find least square method is more accurate method on the basis
of error estimation process .

The forecasting technique may be differed for different areas . It depends on variable factor. Hence this work

may be extended to other agriculture areas.
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