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ABSTRACT

In last decade, the problem of multi-label classification gain huge importance. The Multi-label classification 

problem includes example which belongs to multiple labels. Current research on multi-label classification 

concentrated on supervised learning whose assumption is that huge amount of labeled training data is 

available. Unfortunately, in many applications labeling the training example is expensive and time consuming, 

mainly when it consist of more than one label. However, there are often large amount of unlabeled data is 

available. To solve the problem of labeling to unlabeled data transductive multi-label learning method will be 

used. In this paper, TRAM is used to assign multiple labels to each instance and then the result of transductive 

multi-label learning will be verified by Cost-sensitive Multi-label learning which will use to identify & minimize 

the misclassification cost of labels. 
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I. INTRODUCTION 

 

Traditional classification approaches considers each instance is associated with single label. On the other hand, 

various real world applications often involves multiple labels in which each instance is associated with a set of 

many labels [1] . For example, in an image annotation task an image may be applicable to three categories: 

mountains, sky and rivers [4][5]; a gene may have multiple functions, such as metabolism and energy [6]; In 

text categorization , a document may be associated with economics , sports and health [7]. In the literature, 

multi-label learning has been briefly studied [8]. Conventional approaches focuses on supervised setting where 

large amount of labeled data is necessary. On the other hand, in real world applications, the labeling process is 

very expensive and time consuming particularly with multi-label data. Creating a large training data set, where 

each example is labeled with a set of multiple labels within the candidate classes, is usually infeasible in practice 

[1]. For example, in image annotation task, for tagging set of possible labels to an image human specialist must 

go throughout the entire list of all candidate words so it consumes excessive time, efforts, and resources to 

manually tag each image with all its candidate labels, and as a result only a limited amount of labeled images 

can be obtained in practice. But there is often abundant large amount of unlabeled data is available and easy to 

obtain. To improve multi-label classification performance, it is much desired that the large amount of unlabeled 

data can be utilized together with the limited amount of labeled data. 
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 One of the most popular approach is Semi-supervised learning [9]where unlabeled data is exploited to facilitate 

the learning process in addition to labeled data without human involvement. Transductive learning [11] is a type 

of approach which utilizes unlabeled data in classification processes. Testing data assumes by transductive 

learning by exploiting the unlabeled testing data in the classification process to achieve better performance. By 

utilizing the information from both labeled and unlabeled data Transductive Multi-label classification problem 

effectively assign a set of multiple labels to each instance. Under transductive setting, previously developed 

algorithms making predictions on existing unlabeled data although cannot generalize to new unseen data. we 

have also extended the TRAM [1] to handle cost-sensitive multi-label classification. In cost-sensitive multi-label 

classification aim is to reduce misclassification costs of instance pair labels. 

 

II. RELATED WORK 

2.1. Multilabel Classification 

Algorithm adaptation and Problem transformation [1] are the two categories of Multi-label classification [12]. 

The problem transformation methods convert multi-label problem into set of binary classification problem 

which can then be handled using single-class classifiers and algorithm adaptation methods extend some specific 

learning algorithms for single-label classification to solve the multi-label classification problem [12]. Label 

power set (LP) [1] is multi-label classification algorithm which converts the multi-label classification problem 

to a single-label multi-class classification problem by considering different combination of labels in the training 

set as a separate class. The multi-class LP classifier predicts the most probable class, which can be transformed 

to a set of labels [12]. RAKEL is ensemble based multi-label classification methods which splits original label 

set into label subset and then arbitrarily selects the number of label subsets by training related multi-class 

classifier by using label power set [14]. 

 Generalized k-Label sets Ensemble for multi-label classification method is presented by Lo, Lin and wang 

which is based on the concept of label powerset method. In this, LP classifier trained basis expansion model is 

used to reduce global error between predicted and ground truth label by learning the expansion coefficients 

efficiently and also extended this model for cost-sensitive multi-label classification to reduce misclassification 

cost [12]. Independent labels assumed by Decomposition based Binary Relevance learning method [16] where, 

it alters original dataset into subsets in which classifiers trains on each dataset. If  label set is present in original 

dataset then it labeled as positive [15].In addition to the popular ensemble learning method ADABOOST 

Schapire and Singer presented BOOSTEXTER [17] which maintains a set of weights over both training 

examples and their labels, which will be incrementally enlarged if labels are difficult to be predicted correctly. 

Zhang and Zhou presented multi-label version Ml-KNN [18]. It is the extension of lazy learning algorithm kNN, 

It utilizes label prior probabilities achieved from each example’s k nearest neighbors and use Maximum a 

Posteriori (MAP) principle to decide labels. For multi-label learning, BP-MLL is an adapted version of back-

propagation algorithm uses novel error function to capture the characteristics of multi-label learning. In this, 

unrelated labels are ranked lower than related labels [19]. 

 

2.2. Transductive Learning 

In this paper focused on transductive learning and cost-sensitive multi-label classification. Vapnik proposed 

Transductive learning [20] in which utilizes unlabeled data for labeling where testing data is exactly same as 
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unlabeled data. TRAM [1] is Transductive multi-label classification which effectively assigns set of multiple 

labels to each instance. On the other hand, supervised multi-label learning evaluates the set of labels of 

unlabeled data from the information of both labeled and unlabeled instances. On the basis of smoothness 

property first it evaluates label concept composition for multi-label instance after that make multi-label 

predictions based on those label concept compositions. In [1] Supervised version and Transductive version of 

label set prediction proposed by Kong Ng and Zhou. In Supervised version, predicts label set directly based 

upon estimated alpha values by using labeled data. In Transductive version, estimate the cardinality of label set 

by using both labeled and unlabeled instances [21] 

 On composite kernel, a graph-based Transductive multi-label classifier (TMC) is developed by Yu, 

Domeniconi, Rangwala, Zhang. In which they proposed data integration method by using ensemble framework 

i.e. transductive multi-label ensemble classifier (TMEC) [22]. TMEC trains a graph based multi-label classifier 

and then combine predicted output of the different models for each different kernel. To capture relationships 

between pairs of proteins and pairs of functions  

Bi-relational directed graph is used.  

 

2.3. Cost-Sensitive Multi-label Classification 

In data mining, Cost-sensitive learning considers misclassification costs. The aim of Cost-Sensitive Learning is 

to reduce total cost. The goal of this type of learning is to follow a high accuracy of classifying examples into a 

set of known classes [23].GLE model is extended to handle the cost-sensitive multi-label classification problem. 

Apply it in social Tagging, assuming tag counts as the misclassification cost to handle the issue of the noisy 

training set [12]. Condensed filter tree (CFT) is novel algorithm for optimizing evolution criteria in CSMLC. 

CFT is derived from famous filter tree algorithm for cost-sensitive multi-class classification via constructing the 

label power set[24]. In this training and prediction is done by designing the tree structure and focusing on the 

key nodes for cost-sensitive multi-label classification.  

 

III. TRANSDUCTIVE BASED COST-SENISITIVE MULTILABEL CLASSIFICATION 

Consider entire dataset D = { x1, x2….xn } which consists of n instances (xi € IR
d
). The data set is divided into 

both labeled and unlabeled instances. 

we assume the first n1 (n1<<n ) instances within D are labeled by { Y1, Y2…..Yn } where Yi is subset of  C 

which denotes the set of multiple labels that are assigned to xi. Here, set of possible label concepts  are C = { l1, 

l2,…..ln }.The multi-label classification task corresponds to finding an optimal label set Yi for each unlabeled 

instance xi in the space of label sets. On both labeled and unlabeled instances construct weighted neighborhood 

graph G (V, E) to find similar instances. Find k nearest neighbors for each instance by using kd-tree. Before Kd-

tree MDDM i.e. multi-label dimensionality reduction approach is used to build KNN graphs which attempts to 

project the original data into a lower dimensional feature space maximizing the dependence between the original 

feature description and the associated class labels[1][26]. Define a sparse matrix W which denotes similarities 

between neighboring instances 

…….. [1] 
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Where,  

 Ni is the index set of i
th

 instance’s k nearest 

neighbors.  

indicates Euclidean distance. 

σ is the average distance between instances. 

 

thus, is for all instances. 

For all unlabeled data, determine optimal alpha values by using following equation 

 

Compute a sorted list of all potential labels for xi can be finding by ranking all candidate labels using their alpha 

values in descending order. Larger alpha value indicates the more likely xi will have the related label. The larger 

the alpha value is the more likely xi will have the corresponding label. For example, consider there are three 

class labels l1; l2; l3, and (l1 = 0.31 , l2 = 0.23 , l3 = 0.42) are  the optimal alpha values. Then its sorted list is 

(l3, l1, l2). 

 

Then predict optimal number of labels by using following equation 

 

Where ,  

After this operation we get predicted labels for each instance. We extend this TRAM for cost-sensitive multi-

label classification. For cost-sensitive classification weak labels are taken into account. Basically untagged 

labels as well as higher misclassification cost labels are the weak labels. After applying TRAM weak labels are 

separated from dataset. After this operation we get predicted labels for each instance. We extend this TRAM for 

cost-sensitive multi-label classification. For cost-sensitive classification weak labels are taken into account. 

Basically untagged labels as well as higher misclassification cost labels are the weak labels. After applying 

TRAM weak labels are separated from dataset. Weak labels mark as 1 if label as assign is proper i.e predicted 

element% is same class otherwise assign 0 labels. We need to learn threshold to separates weak labels. Then 

build a positive semi-definite matrix W and partial label matrix to get cost-sensitive predicted label matrix. 

Decompose orthonormal eigenvector of W this belongs to the concept of multi-instance multi-label learning 

with  defining C the parameter controls the similarity between a new learned kernel and the original one then  

[27] . 
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Table. I Summary of Experimental Datasets 

Task Studied DataSet Instances Attributes Labels 

Gene Function 

Analysis 
Yeast 300 103 14 

Natural Scene 

Classification 
Scene 2407 294 6 

 

IV. EXPERIMENTS 

 

In this section, we show the performance of Cost-sensitive TRAM on several real-world multi-label 

classification tasks.  Table I summarizes the data sets used. We conduct experiment on yeast and scene dataset 

for studying the task of the yeast gene functional analysis and natural scene classification (e.g., [6] and [25]). In 

[6], predicting the functional classes in the gene of yeast Saccharomyces cerevisiae. The data set is divided 

randomly into labeled/unlabeled data sets according to certain ratios. The whole data set of yeast consists of 

2,417 instances of genes, 103 attributes and 14 possible class labels [1] and scene dataset consist of 2407 

instances , 294 attributes and 6 labels.. In this paper TRAM i.e. transductive multi-label classification algorithm 

(implementation in MATLAB) is used for prediction  of labels after then this algorithm is extended for cost-

sensitive multi-label classification to reduce misclassification cost of instance label pairs. For this weak labels 

are separated and Cost sensitive TRAM is applied for prediction of labels of weak labeled instance pair. Table II 

summarizes the experimental results on yeast dataset. Table II shows the comparison of evaluation matrices of 

transductive based classification and transductive based cost-sensitive classification. Hamming loss is smaller in 

cost-sensitive TRAM as compared to TRAM. Micro F1 is larger in cost-sensitive TRAM rather than TRAM. No 

changes in Ranking loss and Average precision. 

 

4.1. Evaluation Metrics 

Multi-label classification systems require much more complex evaluation criteria than single label systems. In 

this paper, briefly summarize the criteria used for performance evaluation from various perspectives [1]. 

 MicroF1 –  

With equal significance it evaluates micro average of Precision and micro average of Recall with equal 

significance  

 

For better performance, MicroF1 value must be bigger.  

 Hamming loss 

 It evaluates how many times aninstance-label pair is misclassified. 

 

where ∆ stands for the symmetric difference of two 

sets. For the better the performance, hamming loss value must be smaller. 
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 Ranking loss. 

It evaluates the average fraction of instance label pairs that incorrectly ordered. 

 

 Average Precision 

It evaluates the average fraction of labels ranked above a particular label y € Yi which actually is in Yi. 

 

For better the performance value must be bigger. Note that all the criteria evaluate the of multilabel 

classification systems performance from different aspects. 

Table .II Experimental Results on Yeast Datasets 

Evaluation Metrices RL ↓ AP ↑ HL ↓ Micro 

F1 ↑ 

T
R

A
M

 

N
u

m
b

er o
f N

eirest N
eig

h
b

o
rs 

K=8 0.17974 0.75721 0.21119 0.65393 

K=9 0.17861 0.76041 0.20823 0.65943 

K=10 0.17608 0.76131 0.20942 0.65633 

K=11 0.17495 0.76221 0.21119 0.65343 
C

o
st-T

R
A

M
 

K=8 0.17974 0.75721 0.19422 0.65794 

K=9 0.17861 0.76041 0.19156 0.66207 

K=10 0.17608 0.76131 0.19186 0.6603 

K=11 0.17495 0.76221 0.19437 0.65795 

Table. III Experimental Results on Scene Datasets 

Evaluation 

Metrices 

RL ↓ AP ↑ HL ↓ Micro F1 ↑ 

T
R

A
M

 

N
u

m
b

er o
f N

eirest N
eig

h
b

o
rs 

K=8 0.80757 0.85847 0.094053 0.73281 

K=9 0.076452 0.85871 0.096819 0.72495 

K=10 0.074015 0.86155 0.094398 0.73156 

K=11 0.075778 0.86113 0.095781 0.72709 

C
o

st-T
R

A
M

 

K=8 0.080757 0.85847 0.080548 0.73166 

K=9 0.076452 0.85871 0.096819 0.72495 

K=10 0.074015 0.86155 0.07951 0.73129 

K=11 0.075778 0.86113 0.080548 0.72745 

 

( “↓ ” Indicates “the Smaller the Better,” and “ ↑ ” Indicates “the Larger the Better”)  
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Fig. 1 Graph Showing Result Analysis on Yeast Dataset 

 

Fig. 2 Graph Showing Result Analysis on Scene Dataset 

 

V.  CONCLUSION 

 

In this paper, our basic approach is to solve the problem of multilabeling. Transductive based multi-label 

classification is an effective way of assigning multi-label to each instance. In this TRAM algorithm is used to 

predict the labels of unlabeled data which utilize the information of label and unlabeled data which helps to 

optimize the problem of composite labeling.  We extend this TRAM to cost-sensitive transductive multi-label 

classification method to reduce misclassification cost of instances which have weak labels. Experiential studies 

focuses on real-world tasks of yeast gene function analysis and natural scene classification and demonstrate that 

our Transductive based Cost sensitive method can effectively enhance the performance of multi-label 

classification by using unlabeled data in addition to labeled data. 
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