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ABSTRACT 

In the field data mining, Clustering is one of the most important in research area. The main goal of 

clustering is to aid in the location of information. Clustering can be done at the sentence level and 

document level. The main advantage of clustering is that with a little or none of the background 

knowledge the patterns can be derived from large data sets. Clustering can be applied in many 

domains and research area. Clustering algorithms are mostly an unsupervised methods that can be 

arranging data into groups. These groups are called as clusters. Cluster is a group of objects which is 

form on basis of similarity of cluster and dissimilarity of other cluster.  In this paper, we present a 

new hierarchical fuzzy relational clustering algorithm and clustering is done at the sentence level. 

This algorithm has been shown an algorithm produces a good result than existing algorithm. The 

algorithm operates on relational input data.  
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I. INTRODUCTION 

 

Data mining is a process to extract the precious information inside the large amount of data. Clustering plays a 

very important role in the various research areas in data mining. In data mining, the clustering means a process 

which classifies or groups a set of objects. A cluster is formed by similarities of objects in the cluster and 

dissimilarities of objects in other cluster. Clustering is a unsupervised learning process, not requires labeled 

dataset as training data. 

In text processing activities, sentence clustering plays a vital role. To address issues of content overlap, that 

leads to better coverage, the sentence clustering integrate into multi-documents summarization. 

Clustering is an effective technique for data analysis and has various applications in a wide variety of areas. The 

existing methods of clustering categorized into hard clustering and soft clustering. Clustering is a process of 

knowledge discovery or interactive multi-objective optimization. 
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1.1 Cluster Analysis 

In data mining, there are various clustering algorithms. Each algorithm will cluster a set of data objects into 

meaningful and useful form. This process comprehends dividing the data into several groups which is known as 

cluster. Now a day’s clustering is used in different domains and applications like bioinformatics, Business 

Modeling and Image Processing, etc. Cluster Analysis can be considered the most important unsupervised 

learning framework, a cluster is declared as a group of data items, which are “similar” between them and are 

“dissimilar” to the objects belonging to other clusters. In text mining, the sentence clustering is used and the 

output of clustering should be related to the query specified by user. 

 

1.2 Similarity Measure 

To measure similarity between the sentences some distance functions are used that are Manhattan distance or 

Euclidean distance. The similarity measures choice is based on the requirement of user which procreates the 

cluster size and formulates a clustering algorithms success in the application domain. Sentence clustering 

methods represents the sentence in the form of matrix and performs clustering algorithms on it. The similarity or 

dissimilarity values of matrix form clustering will be done. 

 

II. RELATED WORK  

 

A. Skabar, K. Abdalgader. [1] In this paper a novel fuzzy clustering algorithm that operates on  relational input 

data and that data is in form of a square matrix of pairwise similarities. The pairwise similarities are between the 

data objects.The algorithm is uses a graph representation of data.  

Y. Li, D. Mclean, Z. Bandar,J. D. Oshea & K. Crokett[2]  shown that A joint  word set forms dynamically. For 

this all the distinct word in the pair of sentences is used. Text similarity from semantic and syntactic information 

contained in the compared text is derived. 

P. Corsini ,B. Lazzerini,F.Marcelloni [3] this paper specifies that Advantage of stability and effectiveness of 

object data  clustering algorithms is taken.  The mutual relationships of the objects belongs to a high 

membership value cluster represents by ARCA. 

J. C. Dunn [4] In this paper, the proposed  algorithm  generates a  limiting partition  with  membership functions  

which  closely approximate  the characteristic functions of  the clusters. 

Brendan J. Frey* and Delbert Dueck [10] Clustering data based on a measure of similarity is a critical step in 

scientific data analysis and in engineering systems. Affinity propagation takes as input a collection of real-

valued similarities between data points, where the similarity indicates how well the data point with index is 

suited to be the exemplar for data point. 

 

III. EXISTING SYSTEM 

 

In information retrieval the document level text clustering is established in which documents are mostly 

represented as data points. In high dimensional vector space, the data points similar to a unique keyword, 

follows to a rectangular representation. In rectangular representation, rows represent documents and columns 

represent attributes of documents. 

In existing system, most popular vector space model is successful. This model is able to capture the semantic 

content of document level text. Documents are semantically related and to contain more words which are 
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common and which based on word co-occurrence. That semantic similarity can measured in terms of word co-

occurrence at document level, this is not hold small sized text fragments. The two sentences are semantically 

related, if words are common. For this a number of sentence similarity measures are suggested. 

 

3.1 Demerits 

 The traditional algorithm results undergoes from instability in optimization algorithms. 

 High dimensionality introduced by representing objects with all other objects. 

 

IV. PROPOSED SYSTEM 

 

In this proposed system, we are implementing the clustering development with the help of fuzzy relational 

clustering algorithm based on relational eigenvector centrality. The datasets of sentences will be considered as 

input which will be clustered on the basis of above algorithm. The proposed algorithm is a novel Hierarchical 

fuzzy relational clustering algorithm which is based on the Fuzzy C-means (FCM) algorithm. Fuzzy C-means 

employ fuzzy partitioning. In this partitioning, a data point belongs to all groups which have different 

membership grades between 0 and 1. A new HFRECCA algorithm is used to cluster the data objects. The data 

objects are the retrieved .xml files.  

 

4.1 Page Rank Algorithm 

PageRank algorithm is a graph centrality based algorithm. A graph-centrality algorithm is used to find the 

importance of node in a graph. This is determined by the relation between the nodes. PageRank is an algorithm 

which measures the importance of website pages. 

PageRank assigns a numerical weight to each element or sentence of a set of documents which are hyperlinked 

and measures its relative importance in the sentences. The PageRank score is used to measure the centrality of 

that cluster. We show that the Page Rank algorithm is better than the other fuzzy clustering algorithms. 

 

4.2 EM Algorithm 

The EM algorithm finds the parameters of mixture of Gaussian. The EM algorithm is distance based algorithm. 

It also computes the probabilities of cluster membership. This algorithm is divided into E-step which estimates 

the missing values of current estimate. M-step finds the new estimates for the parameters that maximize by the 

estimates of missing data. 

 

4.3 Fuzzy Relational Clustering 

A fuzzy relational clustering approach produces the clusters with sentences. Some produced clusters are related 

to some content. The FRECCA (Fuzzy Relational Eigen Vector Centrality based Clustering Algorithm) 

proposed by Andrew Skabar and Khaled Abdalgader [1]. 

 

4.4 Hierarchical FRECCA  

This algorithms main goal is the dividing the data objects into number of clusters. This algorithm is the extended 

form of fuzzy relational clustering algorithms. In this algorithm the PageRank algorithm is used to ranking the 

retrieved files that is .xml files. The EM algorithm is an iterative process, in this process the model is depending 

on the unobserved hidden parameters. 
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 Steps of Algorithm:- 

1. Initialize and normalizes membership values of cluster. 

2. Calculates the PageRank value for each object in each cluster. 

3. Assigns the PageRank score to likelihood. 

4. Calculates new membership values of cluster 

5. Update the mixing coefficient 

 

Fig 1. Hierarchical FRECCA Clustering Process 

 

V. EVALUATION CRITERIA 

 

Clustering is an unsupervised learning framework. The proposed algorithm is depends on the some metrics 

which measures the cluster evaluation criteria. 

 

5.1 Purity and Entropy 

The purity of cluster is the fraction of the cluster size and the entropy of a cluster is a measure of how mixed the 

objects within the clusters. The formula to calculate the purity (Pj) and entropy (Ej) for j cluster is : 

                                        ………………………. (1) 

                                                                 .…………………….. (2) 

 

5.2 V-Measure 

 This metric overcomes the problems related to purity and entropy. 

                                                                                                      .…………………….. (3) 

5.3. Rand Index and F-Measure 

This measure considers each possible pair of objects. It is based on a combinatorial approach. 
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VI. ADVANTAGES 

 

1. We can create cluster of clusters of  sentences having similar meaning. 

2.  It can also be used for increasing efficiency of creating a group of similar pages in automated way. 

 

VII. RESULTS 

 

The proposed algorithm overcomes the problems with the existing system. The algorithm achieves a superior 

performance and shows a high degree of overlapping clusters. The proposed system divided in following 

different parts: 

 

7.1 Input Word 

The positive and negative words added using this input. With this word it also takes the stopword in input. This 

words are automatically stored in the database. 

 

 

 

 

Fig. 2 Snapshot of Input of Word 

 

Fig. 3 Snapshot of SQL database for Insert Word 
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7.2 Create Dictionary 

 

Fig. 4 Snapshot for Crate the Dictionary 

 

Fig.5 SQL Database of Dictionary 

 

7.3 Cluster Creation 

After the processing of the addition of word and dictionary user query will be fired and on basis of that query 

the system will generate the urls and then generates the clusters which will be depends on the occurrences. 

 

Fig.6 Snapshot of Cluster Creation 

Thus, the results are shows how the system will reduce the drawbacks of the existing system. The proposed 

system is easy to handle and is applicable for the various domains. 

 

VIII. CONCLUSION 

 

In this paper, the Hierarchical FRECCA is presented that identifies the clusters which are overlapped and 

semantically related sentences. This paper was motivated by our interest in the sentence level text clustering 
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using fuzzy clustering algorithm. The algorithm is a generic fuzzy clustering algorithm and applied to any 

domain and relational clustering problems. This algorithm can be applied to various domains.  
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